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## Countries

### Member states of the European Union

<table>
<thead>
<tr>
<th>Country</th>
<th>Official abbreviation</th>
<th>Year of accession</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>AT</td>
<td>1995</td>
</tr>
<tr>
<td>Belgium</td>
<td>BE</td>
<td>1951</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>BG</td>
<td>2007</td>
</tr>
<tr>
<td>Cyprus</td>
<td>CY</td>
<td>2004</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>CZ</td>
<td>2004</td>
</tr>
<tr>
<td>Denmark</td>
<td>DK</td>
<td>1973</td>
</tr>
<tr>
<td>Estonia</td>
<td>EE</td>
<td>2004</td>
</tr>
<tr>
<td>Finland</td>
<td>FI</td>
<td>1995</td>
</tr>
<tr>
<td>France</td>
<td>FR</td>
<td>1951</td>
</tr>
<tr>
<td>Germany</td>
<td>DE</td>
<td>1951</td>
</tr>
<tr>
<td>Greece</td>
<td>EL</td>
<td>1981</td>
</tr>
<tr>
<td>Hungary</td>
<td>HU</td>
<td>2004</td>
</tr>
<tr>
<td>Ireland</td>
<td>IE</td>
<td>1973</td>
</tr>
<tr>
<td>Italy</td>
<td>IT</td>
<td>1951</td>
</tr>
<tr>
<td>Latvia</td>
<td>LV</td>
<td>2004</td>
</tr>
<tr>
<td>Lithuania</td>
<td>LT</td>
<td>2004</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>LU</td>
<td>1951</td>
</tr>
<tr>
<td>Malta</td>
<td>MT</td>
<td>2004</td>
</tr>
<tr>
<td>Netherlands</td>
<td>NL</td>
<td>1951</td>
</tr>
<tr>
<td>Poland</td>
<td>PL</td>
<td>2004</td>
</tr>
<tr>
<td>Portugal</td>
<td>PT</td>
<td>1986</td>
</tr>
<tr>
<td>Romania</td>
<td>RO</td>
<td>2007</td>
</tr>
<tr>
<td>Slovakia</td>
<td>SK</td>
<td>2004</td>
</tr>
<tr>
<td>Slovenia</td>
<td>SI</td>
<td>2004</td>
</tr>
<tr>
<td>Spain</td>
<td>ES</td>
<td>1986</td>
</tr>
<tr>
<td>Sweden</td>
<td>SE</td>
<td>1995</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>UK</td>
<td>1973</td>
</tr>
</tbody>
</table>
The European Union (EU) consists of 27 Member States as of 2009 (EU-27). Before the accession of the New Member States in 2004 and 2007, the EU consisted of 15 Member States, which are usually indicated by EU-15. The 10 New Member States in 2004 are indicated by NMS-10 and the total of 12 New Member States in 2004 and 2007 are indicated by NMS-12. EU-25 refers to the EU-15 and NMS-10.

<table>
<thead>
<tr>
<th>Country</th>
<th>Year of accession</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 Austria</td>
<td>1999</td>
</tr>
<tr>
<td>2 Belgium</td>
<td>1999</td>
</tr>
<tr>
<td>3 Cyprus</td>
<td>1999</td>
</tr>
<tr>
<td>4 Finland</td>
<td>1999</td>
</tr>
<tr>
<td>5 France</td>
<td>1999</td>
</tr>
<tr>
<td>6 Germany</td>
<td>1999</td>
</tr>
<tr>
<td>7 Greece</td>
<td>2001</td>
</tr>
<tr>
<td>8 Ireland</td>
<td>1999</td>
</tr>
<tr>
<td>9 Italy</td>
<td>1999</td>
</tr>
<tr>
<td>10 Luxembourg</td>
<td>1999</td>
</tr>
<tr>
<td>11 Malta</td>
<td>2008</td>
</tr>
<tr>
<td>12 Netherlands</td>
<td>1999</td>
</tr>
<tr>
<td>13 Portugal</td>
<td>1999</td>
</tr>
<tr>
<td>14 Slovakia</td>
<td>2009</td>
</tr>
<tr>
<td>15 Slovenia</td>
<td>2007</td>
</tr>
<tr>
<td>16 Spain</td>
<td>1999</td>
</tr>
</tbody>
</table>
### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Full Form</th>
</tr>
</thead>
<tbody>
<tr>
<td>ABS</td>
<td>Asset-Backed Securities</td>
</tr>
<tr>
<td>ABP</td>
<td>Algemeen Burgerlijk Pensioenfonds</td>
</tr>
<tr>
<td>ALM</td>
<td>Asset and Liability Management</td>
</tr>
<tr>
<td>AMF</td>
<td>Autorité des Marchés Financiers</td>
</tr>
<tr>
<td>ATM</td>
<td>Automated Teller Machine</td>
</tr>
<tr>
<td>BaFin</td>
<td>Bundesanstalt für Finanzdienstleistungsaufsicht</td>
</tr>
<tr>
<td>BHB</td>
<td>Bond Home Bias</td>
</tr>
<tr>
<td>BIS</td>
<td>Bank for International Settlements</td>
</tr>
<tr>
<td>BME</td>
<td>Bolsas y Mercados Españoles</td>
</tr>
<tr>
<td>CALPERS</td>
<td>California Public Employees Retirement Scheme</td>
</tr>
<tr>
<td>CAPM</td>
<td>Capital Asset Pricing Model</td>
</tr>
<tr>
<td>CB</td>
<td>Central Bank</td>
</tr>
<tr>
<td>CEBS</td>
<td>Committee of European Banking Supervisors</td>
</tr>
<tr>
<td>CEEC</td>
<td>Central and Eastern European Countries</td>
</tr>
<tr>
<td>CEIOPS</td>
<td>Committee of Insurance and Occupational Pensions Supervisors</td>
</tr>
<tr>
<td>CESR</td>
<td>Committee of European Securities Regulators</td>
</tr>
<tr>
<td>CCP</td>
<td>Central Counterparty</td>
</tr>
<tr>
<td>CD</td>
<td>Certificate of Deposit</td>
</tr>
<tr>
<td>CDC</td>
<td>Collective Defined Contribution</td>
</tr>
<tr>
<td>CDO</td>
<td>Collateralised Debt Obligation</td>
</tr>
<tr>
<td>CDS</td>
<td>Credit Default Swap</td>
</tr>
<tr>
<td>CEA</td>
<td>Comité Européen des Assurances</td>
</tr>
<tr>
<td>CEO</td>
<td>Chief Executive Officer</td>
</tr>
<tr>
<td>CFO</td>
<td>Chief Financial Officer</td>
</tr>
<tr>
<td>CLS</td>
<td>Continuous Linked Settlement</td>
</tr>
<tr>
<td>CRA</td>
<td>Credit Rating Agency</td>
</tr>
<tr>
<td>CRD</td>
<td>Capital Requirements Directive</td>
</tr>
<tr>
<td>CRO</td>
<td>Chief Risk Officer</td>
</tr>
<tr>
<td>CSD</td>
<td>Central Securities Depository</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
</tr>
<tr>
<td>DB</td>
<td>Defined Benefit</td>
</tr>
<tr>
<td>DC</td>
<td>Defined Contribution</td>
</tr>
<tr>
<td>DG</td>
<td>Directorate General</td>
</tr>
<tr>
<td>DTB</td>
<td>Deutsche Terminbörse</td>
</tr>
<tr>
<td>EBA</td>
<td>Euro Banking Association</td>
</tr>
<tr>
<td>EBC</td>
<td>European Banking Committee</td>
</tr>
<tr>
<td>EBRD</td>
<td>European Bank for Reconstruction and Development</td>
</tr>
<tr>
<td>EC</td>
<td>European Commission</td>
</tr>
<tr>
<td>ECB</td>
<td>European Central Bank</td>
</tr>
<tr>
<td>ECFI</td>
<td>European Court of First Instance</td>
</tr>
<tr>
<td>ECJ</td>
<td>European Court of Justice</td>
</tr>
<tr>
<td>ECN</td>
<td>European Competition Network</td>
</tr>
<tr>
<td>ECOFIN</td>
<td>Economic and Financial Affairs Council</td>
</tr>
<tr>
<td>ECSC</td>
<td>European Coal and Steel Community</td>
</tr>
<tr>
<td>ECU</td>
<td>European Currency Unit</td>
</tr>
<tr>
<td>EEA</td>
<td>European Economic Area</td>
</tr>
<tr>
<td>EEC</td>
<td>European Economic Community</td>
</tr>
<tr>
<td>EFA</td>
<td>European Financial Agency</td>
</tr>
<tr>
<td>EFAMA</td>
<td>European Fund and Asset Management Association</td>
</tr>
<tr>
<td>EFCC</td>
<td>European Financial Conglomerates Committee</td>
</tr>
<tr>
<td>EFR</td>
<td>European Financial Services Round Table</td>
</tr>
<tr>
<td>EHB</td>
<td>Equity Home Bias</td>
</tr>
<tr>
<td>EIOPC</td>
<td>European Insurance and Occupational Pensions Committee</td>
</tr>
<tr>
<td>EMI</td>
<td>European Monetary Institute</td>
</tr>
<tr>
<td>EMS</td>
<td>European Monetary System</td>
</tr>
<tr>
<td>EMU</td>
<td>Economic and Monetary Union</td>
</tr>
<tr>
<td>EOE</td>
<td>European Options Exchange</td>
</tr>
<tr>
<td>EONIA</td>
<td>Euro Overnight Index Average</td>
</tr>
<tr>
<td>EP</td>
<td>European Parliament</td>
</tr>
<tr>
<td>EPC</td>
<td>European Payments Council</td>
</tr>
<tr>
<td>EPM</td>
<td>ECB payment mechanism</td>
</tr>
<tr>
<td>ERC</td>
<td>European Repo Council</td>
</tr>
<tr>
<td>ERM</td>
<td>Exchange Rate Mechanism</td>
</tr>
<tr>
<td>ESC</td>
<td>European Securities Committee</td>
</tr>
<tr>
<td>ESCB</td>
<td>European System of Central Banks</td>
</tr>
<tr>
<td>ESFS</td>
<td>European System of Financial Supervisors</td>
</tr>
<tr>
<td>EU</td>
<td>European Union</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
</tr>
<tr>
<td>EURATOM</td>
<td>European Atomic Energy Community</td>
</tr>
<tr>
<td>EUREPO</td>
<td>Repo Market Reference Rate for the Euro</td>
</tr>
<tr>
<td>EURIBOR</td>
<td>Euro Inter-Bank Offered Rate</td>
</tr>
<tr>
<td>FDI</td>
<td>Foreign Direct Investment</td>
</tr>
<tr>
<td>FRA</td>
<td>Forward Rate Agreement</td>
</tr>
<tr>
<td>FSA</td>
<td>Financial Services Authority</td>
</tr>
<tr>
<td>FSAP</td>
<td>Financial Services Action Plan</td>
</tr>
<tr>
<td>FSC</td>
<td>Financial Services Committee</td>
</tr>
<tr>
<td>FSF</td>
<td>Financial Stability Forum</td>
</tr>
<tr>
<td>FSR</td>
<td>Financial Stability Review</td>
</tr>
<tr>
<td>FX</td>
<td>Foreign Exchange</td>
</tr>
<tr>
<td>GDP</td>
<td>Gross Domestic Product</td>
</tr>
<tr>
<td>GMI</td>
<td>Governance Metrics International</td>
</tr>
<tr>
<td>GVA</td>
<td>Gross Value Added</td>
</tr>
<tr>
<td>HI</td>
<td>Herfindahl Index</td>
</tr>
<tr>
<td>IAS</td>
<td>International Accounting Standards</td>
</tr>
<tr>
<td>IASB</td>
<td>International Accounting Standards Board</td>
</tr>
<tr>
<td>ICI</td>
<td>Investment Company Institute</td>
</tr>
<tr>
<td>ICMA</td>
<td>International Capital Market Association</td>
</tr>
<tr>
<td>ICSD</td>
<td>International Central Securities Depository</td>
</tr>
<tr>
<td>IFRS</td>
<td>International Financial Reporting Standards</td>
</tr>
<tr>
<td>IMF</td>
<td>International Monetary Fund</td>
</tr>
<tr>
<td>IPO</td>
<td>Initial Public Offering</td>
</tr>
<tr>
<td>IRS</td>
<td>Interest Rate Swap</td>
</tr>
<tr>
<td>ISD</td>
<td>Investment Services Directive</td>
</tr>
<tr>
<td>ISDA</td>
<td>International Swaps and Derivatives Association</td>
</tr>
<tr>
<td>IT</td>
<td>Information Technology</td>
</tr>
<tr>
<td>LI</td>
<td>Lerner Index</td>
</tr>
<tr>
<td>LIFFE</td>
<td>London International Financial Futures and Options Exchange</td>
</tr>
<tr>
<td>LoLR</td>
<td>Lender of Last Resort</td>
</tr>
<tr>
<td>LSE</td>
<td>London Stock Exchange</td>
</tr>
<tr>
<td>LTCM</td>
<td>Long-Term Capital Management</td>
</tr>
<tr>
<td>LVPS</td>
<td>Large Value Payment System</td>
</tr>
<tr>
<td>M&amp;As</td>
<td>Mergers and Acquisitions</td>
</tr>
<tr>
<td>MBS</td>
<td>Mortgage-Backed Securities</td>
</tr>
<tr>
<td>MFI</td>
<td>Monetary Financial Institution</td>
</tr>
<tr>
<td>MIF</td>
<td>Multilateral Interchange Fee</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Full Form</td>
</tr>
<tr>
<td>--------------</td>
<td>-----------</td>
</tr>
<tr>
<td>MiFID</td>
<td>Markets in Financial Instruments Directive</td>
</tr>
<tr>
<td>MoU</td>
<td>Memorandum of Understanding</td>
</tr>
<tr>
<td>MRO</td>
<td>Main Refinancing Operation</td>
</tr>
<tr>
<td>MTF</td>
<td>Multi-Trading Facility</td>
</tr>
<tr>
<td>MSCI</td>
<td>Morgan Stanley Capital International</td>
</tr>
<tr>
<td>NCA</td>
<td>National Competition Authority</td>
</tr>
<tr>
<td>NCB</td>
<td>National Central Bank</td>
</tr>
<tr>
<td>NMS</td>
<td>New Member States</td>
</tr>
<tr>
<td>NYSE</td>
<td>New York Stock Exchange</td>
</tr>
<tr>
<td>OECD</td>
<td>Organisation for Economic Cooperation and Development</td>
</tr>
<tr>
<td>OFT</td>
<td>Office of Fair Trading</td>
</tr>
<tr>
<td>OIS</td>
<td>Overnight Interest Rate Swap</td>
</tr>
<tr>
<td>OMX</td>
<td>OfficeMax</td>
</tr>
<tr>
<td>OTC</td>
<td>Over-the-Counter</td>
</tr>
<tr>
<td>PAYG</td>
<td>Pay-As-You-Go</td>
</tr>
<tr>
<td>P&amp;C</td>
<td>Property and Casualty</td>
</tr>
<tr>
<td>PCA</td>
<td>Prompt Corrective Action</td>
</tr>
<tr>
<td>PSD</td>
<td>Payment Services Directive</td>
</tr>
<tr>
<td>PvP</td>
<td>Payment versus Payment</td>
</tr>
<tr>
<td>RAROC</td>
<td>Risk Adjusted Return On Capital</td>
</tr>
<tr>
<td>REB</td>
<td>Regional Equity Bias</td>
</tr>
<tr>
<td>RBB</td>
<td>Regional Bond Bias</td>
</tr>
<tr>
<td>ROE</td>
<td>Return On Equity</td>
</tr>
<tr>
<td>RTGS</td>
<td>Real-Time Gross Settlement</td>
</tr>
<tr>
<td>SCP</td>
<td>Structure-Conduct-Performance</td>
</tr>
<tr>
<td>SEA</td>
<td>Single European Act</td>
</tr>
<tr>
<td>SEC</td>
<td>Securities and Exchange Commission</td>
</tr>
<tr>
<td>SEPA</td>
<td>Single Euro Payments Area</td>
</tr>
<tr>
<td>SETS</td>
<td>London Stock Exchange’s premier Electronic Trading System</td>
</tr>
<tr>
<td>SIV</td>
<td>Structured Investment Vehicle</td>
</tr>
<tr>
<td>SMEs</td>
<td>Small and Medium Enterprises</td>
</tr>
<tr>
<td>SOFFEX</td>
<td>Swiss Options and Financial Futures Exchange</td>
</tr>
<tr>
<td>SPO</td>
<td>Secondary Public Offering</td>
</tr>
<tr>
<td>SPV</td>
<td>Special Purpose Vehicle</td>
</tr>
<tr>
<td>SRO</td>
<td>Self Regulatory Organisation</td>
</tr>
<tr>
<td>SSP</td>
<td>Single Shared Platform</td>
</tr>
<tr>
<td>SSNIP</td>
<td>Small, but Significant Non-transitory Increase in Prices</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
</tr>
<tr>
<td>TARGET</td>
<td>Trans-European Automated Real-Time Gross Settlement Express Transfer System</td>
</tr>
<tr>
<td>TFEU</td>
<td>Treaty on the Functioning of the EU</td>
</tr>
<tr>
<td>UCITS</td>
<td>Undertakings for Collective Investments in Transferable Securities</td>
</tr>
<tr>
<td>UK</td>
<td>United Kingdom</td>
</tr>
<tr>
<td>US</td>
<td>United States</td>
</tr>
<tr>
<td>VaR</td>
<td>Value-at-Risk</td>
</tr>
</tbody>
</table>
Preface

As a team of authors we have followed the building of the European financial system from different angles. We have contributed to the academic literature on this topic. Moreover, one of us has been teaching a course on European Financial Integration, from which this book has emerged. On the policy side, two of the authors have been directly involved in the work of national administrations (i.e., the Ministry of Finance and the Ministry of Economic Affairs in the Netherlands) as well as the European institutions (i.e., the Council and the European Commission). As part of our job, we have participated in many meetings in Brussels discussing the future of European financial markets and institutions and negotiating new European financial services directives.

How does this textbook compare with other books?

Different from other textbooks, European Financial Markets and Institutions has a wide coverage dealing with the various elements of the European financial system supported by recent data and examples. This wide coverage implies that we treat not only the functioning of financial markets where trading takes place but also the working of supporting infrastructures (clearing and settlement) where trades are executed. Turning to financial institutions, we cover the full range of financial intermediaries from institutional investors to banks and insurance companies. Based on new data, we document the gradual shift of financial intermediation from banks towards institutional investors, such as pension funds, mutual funds, and hedge funds. In this process of re-intermediation, the assets of institutional investors have tripled over the last two decades. As to policy making, we cover the full range of financial regulation and supervision, financial stability, and competition. We deal with the challenges of European financial integration for nationally based financial supervision and stability policies. Competition is a new topic for a finance textbook.
The existing textbooks in the field of financial markets and institutions generally describe the relevant theories and subsequently relate these theories to the general characteristics of financial markets. An excellent example of such a more in-depth textbook is *The Economics of Financial Markets* by Roy E. Bailey. The broad coverage of our book is comparable to the widely used textbook *Financial Markets and Institutions* by Frederic S. Mishkin and Stanley G. Eakins. Whereas our book focuses on the EU, Mishkin and Eakins analyse the US financial system. The early European textbooks (e.g., *The Economics of Money, Banking and Finance – A European Text*, by Peter Howells and Keith Brain) typically contain chapters on the UK, French, and German banking systems, but do not provide an overview of European banking. More advanced textbooks that do discuss the specifics of the European financial system mostly do this in the context of monetary policy making.

Finally, the excellent *Handbook on European Financial Markets and Institutions* edited by Xavier Freixas, Philipp Hartmann, and Colin Mayer has been published recently. This handbook has a broad coverage of the European financial system, but deals with topics on a stand-alone basis in separate chapters and is not constructed as an integrated textbook. Nevertheless, it contains very useful material for further study of a particular aspect of the European financial system.

**How to use this book**

*European Financial Markets and Institutions* is an accessible textbook for both undergraduate and graduate students of Finance, Economics, and Business Administration. Each chapter first gives an overview and identifies learning objectives. Throughout the book we use boxes in which certain issues are explained in more detail, by referring to theory or practical examples. Furthermore, we make abundant use of graphs and tables to give students a comprehensive overview of the European financial system. At the end of each chapter we provide suggestions for further reading. Cambridge University Press provides a supporting website for this book. This website contains exercises (and their solutions) for each chapter. The website also provides regular updates of figures and tables used in the book, and identifies new policy issues.

A basic understanding of finance is needed to use this textbook, as we assume that students are familiar with the basic finance models, such as the standard capital asset pricing model (CAPM). The book can be used for
third-year undergraduate courses as well as for graduate courses. More advanced material for graduate students is contained in special boxes marked by a star (*). Undergraduate students can skip these technical boxes.

Jakob de Haan
Sander Oosterloo
Dirk Schoenmaker
Part I

Setting the Stage
Having a well-functioning financial system in place that directs funds to their most productive uses is a crucial prerequisite for economic development. The financial system consists of all financial intermediaries and financial markets and their relations with respect to the flow of funds to and from households, governments, business firms, and foreigners, as well as the financial infrastructure.

The main task of the financial system is to channel funds from sectors that have a surplus to sectors that have a shortage of funds. In doing so, the financial sector performs two main functions: (1) reducing information and transaction costs, and (2) facilitating the trading, diversification, and management of risk. These functions are discussed at length in this chapter.

The importance of financial markets and financial intermediaries differs across Member States of the European Union (EU). An important question is how differences in financial systems affect macroeconomic outcomes. Atomistic markets face a free-rider problem: when an investor acquires information about an investment project and behaves accordingly, he reveals this information to all investors, thereby dissuading other investors from devoting resources towards acquiring information. Financial intermediaries may be better able to deal with this problem than financial markets.

This chapter discusses these and other pros and cons of bank-based and market-based systems. A specific element in this debate is the role of corporate governance, i.e., the set of mechanisms arranging the relationship between stakeholders of a firm, notably holders of equity, and the management of the firm. Investors (the outsiders) cannot perfectly monitor managers acting on their behalf since managers (the insiders) have superior information about the performance of the company. So there is a need for certain mechanisms that prevent the insiders of a company using the profits of the firm for their own benefit.
rather than returning the money to the outside investors. This chapter outlines the various mechanisms in place.

While there is considerable evidence that financial development is good for economic growth, there is no clear evidence that one type of financial system is better for growth than another. However, various recent studies suggest that differences in financial systems may influence the type of activity in which a country specialises. The reason is that different forms of economic activity may be more easily provided by one financial system than another. Likewise, there is some evidence suggesting that in a market-based system households may be better able to smooth consumption in the face of income shocks. However, there is also evidence indicating that a bank-based system is better able to provide inter-temporal smoothing of investment.

Finally, the chapter discusses the ‘law and finance’ view according to which legal system differences are key in explaining international differences in financial structure. According to this approach, distinguishing countries by the efficiency of national legal systems in supporting financial transactions is more useful than distinguishing countries by whether they have bank-based or market-based financial systems.

**LEARNING OBJECTIVES**

After you have studied this chapter, you should be able to:

- explain the main functions of the financial system
- differentiate between the roles of financial markets and financial intermediaries
- explain why financial development may stimulate economic growth
- explain why government regulation and supervision of the financial system is needed
- describe the advantages and disadvantages of bank-based and market-based financial systems
- explain the various corporate governance mechanisms
- explain the ‘law and finance’ view.

### 1.1 Functions of a financial system

**The financial system**

This section explains why financial development matters for economic welfare. To understand the importance of financial development, the essentials
of a country’s financial system will first be outlined. The financial system encompasses all financial intermediaries and financial markets and their relations with respect to the flow of funds to and from households, governments, business firms, and foreigners, as well as the financial infrastructure. Financial infrastructure is the set of institutions that enables effective operation of financial intermediaries and financial markets, including such elements as payment systems, credit information bureaus, and collateral registries.

The main task of the financial system is to channel funds from sectors that have a surplus to sectors that have a shortage of funds. Figure 1.1 offers a schematic diagram explaining the working of the financial system.

Sectors that have saved and are lending funds are at the left, and those that must borrow to finance their spending are at the right. Direct finance occurs if a sector in need of funds borrows from another sector via a financial market. A financial market is a market where participants issue and trade securities. This direct finance route is shown at the bottom of Figure 1.1. With indirect finance, a financial intermediary obtains funds from savers and uses these savings to make loans to a sector in need of finance. Financial intermediaries are coalitions of agents that combine to provide financial services, such as banks, insurance companies, finance companies, mutual funds, pension funds, etc. (Levine, 1997). This indirect finance route is shown at the top of Figure 1.1.
In most countries, indirect finance is the main route for moving funds from lenders to borrowers. These countries have a bank-based system, while countries that rely more on financial markets have a market-based system.

The financial system transforms household savings into funds available for investment by firms. However, the importance of financial markets and financial intermediaries differs across Member States of the EU, as will be explained in some detail in this chapter. Also the types of assets held by households differ among the various European countries. Despite all these differences, there is one feature that is common to all the financial systems in these countries and that is the importance of internal finance. Most investments by firms in industrial countries are financed through retained earnings, regardless of the relative importance of financial markets and intermediaries (Allen and Gale, 2000).

The past 30 years have seen revolutionary changes in the structure of the world’s financial markets and institutions. Some financial markets have become obsolete, while new ones have emerged. Similarly, some financial institutions have gone bankrupt, while new entrants have emerged. However, the functions of the financial system have been more stable than the markets and institutions used to accomplish these functions (Merton, 1995). This first chapter of the book discusses at length the functions of the financial system. The later chapters discuss the changes in the financial markets and financial institutions in Europe.

Having a well-functioning financial system in place that directs funds to their most productive uses is a crucial prerequisite for economic development. If sectors with surplus funds cannot channel their money to sectors with good investment opportunities, many productive investments will never take place. Indeed, cross-country, case-study, industry- and firm-level analyses suggest that the functioning of financial systems is vitally linked to economic growth. Specifically, countries with larger banks and more active stock markets grow faster over subsequent decades, even after controlling for many other factors underlying economic growth (Levine, 2005). Box 1.1 discusses some studies coming to this conclusion.

**Main functions**

Let us focus on the two main functions of the financial system, i.e. (1) reducing information and transaction costs, and (2) facilitating the trading, diversification, and management of risk, to explain why the financial sector may stimulate capital formation and/or technological innovation, two of the driving forces of economic growth.
King and Levine (1993a, b) were among the first to argue that financial development is related to economic development. King and Levine (1993b) suggest that current financial depth can predict economic growth over the consequent 10–30 years and conclude that ‘better financial systems stimulate faster productivity growth and growth in per capita output by funnelling society’s resources to promising productivity-enhancing endeavours’ (King and Levine, 1993b, p. 540).

Rajan and Zingales (1998) argue that financial development should be most relevant to industries that depend on external finance and that these industries should grow fastest in countries with well-developed financial systems. They therefore focus on 36 individual industries in 41 countries and analyse the influence of the interaction between the external financial dependence of those industries and the financial development of the countries on the growth rates of those industries in the different countries over the period 1980 to 1990. Using various measures of financial development of a country (the ratio of market capitalisation to GDP, domestic credit to the private sector over GDP, and accounting standards), they report a strong relation between economic growth in different industries and countries and the interaction of financial development of countries and the financial dependence of industries. Rajan and Zingales (1998, p. 584) conclude that their results ‘suggest that financial development has a substantial supportive influence on the rate of economic growth and this works, at least partly, by reducing the cost of external finance to financially dependent firms’.

Papaioannou (2008) points out that evidence based on cross-country cross-sectional regressions faces various problems in establishing causality. First, it is almost impossible to account for all possible factors that may foster growth. Second, the effect of financial development may be heterogeneous across countries. Third, there can be reverse causation: financial development can be both the cause and the consequence of economic growth. Finally, the indicators of financial development as generally used in these studies (such as private domestic credit to GDP and market capitalisation as a share of GDP) lack a sound theoretical basis.

Other important studies include Levine et al. (2000), who address the endogeneity problems inherent in finance and growth regressions, and the papers in Demirgüç-Kunt and Levine (2001) that use a number of different econometric techniques on datasets ranging from micro-level firm data to international comparative studies. All these studies, and many others, report evidence that financial development stimulates economic growth (Levine, 2005; Papaioannou, 2008).

However, some other studies voice concerns about this conclusion. For instance, Driffill (2003) questions the robustness of some well-known studies, arguing that a number of results hinge on the inclusion of outliers, while the inclusion of regional dummies,
Reducing information asymmetry and transaction costs

The financial system helps overcome an information asymmetry between borrowers and lenders. An information asymmetry can occur ex ante and ex post, i.e., before and after a financial contract has been agreed upon. The ex-ante information asymmetry arises because borrowers generally know more about their investment projects than lenders. Borrowers most eager to engage in a transaction are the most likely ones to produce an undesirable outcome for the lender (adverse selection). It is difficult and costly to evaluate potential borrowers. Individual savers may not have the time, capacity, or means to collect and process information on a wide array of potential borrowers. So high information costs may keep funds from flowing to their highest productive use. Financial intermediaries may reduce the costs of acquiring and processing information and thereby improve resource allocation (see chapters 6, 7, 8, and 9). Without intermediaries, each investor would face the large fixed cost associated with evaluating investment projects. Also financial markets may reduce information costs (see chapter 3). Economising on information-acquisition costs facilitates the gathering of information about investment opportunities and thereby improves resource allocation. Besides identifying the best investments, financial intermediaries may boost the rate of technological innovation by identifying those entrepreneurs with the best chances of successfully initiating new goods and production processes (Levine, 2005).

The information asymmetry problem occurs ex post when borrowers, but not investors, can observe actual behaviour. Once a loan has been granted, there is a risk that the borrower will engage in activities that are undesirable from the perspective of the lender (moral hazard). Financial markets and intermediaries also mitigate the information acquisition and enforcement costs of monitoring borrowers. For example, equity holders and banks will create financial arrangements that compel managers to manage the firm in their best interest (see section 1.2 for more details).

Furthermore, the financial system reduces the time and money spent in carrying out financial transactions (transaction costs). Financial intermediaries
can reduce transaction costs as they have developed expertise and can take advantage of economies of scale and scope. A good example of how the financial system reduces transaction costs is pooling, i.e., the (costly) process of agglomerating capital from disparate savers for investment. By pooling the funds of various small savers, large investment projects can be financed. Without pooling, savers would have to buy and sell entire firms (Levine, 1997). Mobilising savings involves (a) overcoming the transaction costs associated with collecting savings from different individuals, and (b) overcoming the informational asymmetries associated with making savers feel comfortable in relinquishing control of their savings (Levine, 2005).

By reducing information and transaction costs, financial systems lower the cost of channelling funds between borrowers and lenders, which frees up resources for other uses, such as investment and innovation. In addition, financial intermediation affects capital accumulation by allocating funds to their most productive uses. However, higher returns on investment ambiguously affect saving rates, as the income and substitution effects work in opposite directions. A higher return makes saving more attractive (substitution effect), but fewer savings are needed to receive the same returns (income effect). Similarly, lower risk – to which we will turn below – also ambiguously affects savings rates. Thus, the improved resource allocation and lower risk brought about by the financial system may lower saving rates (Levine, 2005).

Trading, diversification, and management of risk
The second main service the financial sector provides is facilitating the trading, diversification, and management of risk. Financial systems may mitigate the risks associated with individual investment projects by providing opportunities for trading and diversifying risk which – in the end – may affect long-run economic growth. In general, high-return projects tend to be riskier than low-return projects. Thus, financial systems that make it easier for people to diversify risk by offering a broad range of high-risk (like equity) and low-risk (like government bonds) investment opportunities tend to induce a portfolio shift towards projects with higher expected returns. Likewise, the ability to hold a diversified portfolio of innovative projects reduces risk and promotes investment in growth-enhancing innovative activities (Levine, 2005).

One particular way in which financial intermediaries and markets reduce risk is by providing liquidity, i.e., the ease and speed with which agents can convert assets into purchasing power at agreed prices (Levine, 1997). Savers
are generally unwilling to delegate control over their savings to investors for long periods so that less investment is likely to occur in high-return projects that require a long-term commitment of capital. However, the financial system creates the possibility for savers to hold liquid assets – like equity, bonds, or demand deposits – that they can sell quickly and easily if they seek access to their savings, simultaneously transforming these liquid financial instruments into long-term capital investments. Without a financial system, all investors would be locked into illiquid long-term investments that yield high payoffs only to those who consume at the end of the investment. Liquidity is created by financial intermediaries as well as financial markets. For instance, a bank transforms short-term liquid deposits into long-term illiquid loans, therefore making it possible for households to withdraw deposits without interrupting industrial production. Similarly, stock markets reduce liquidity risks by allowing stock holders to trade their shares, while firms still have access to long-term capital.

Risk measurement and management is a key function of financial intermediaries. The traditional role of banks in monitoring the credit risk of borrowers has evolved towards the use of advanced models by all types of financial intermediaries to measure and manage financial risks. Progress in information technology has facilitated the development of advanced risk-management models, which rely on statistical methods to process financial data (see chapters 7 and 9 for more details).

Securitisation is an important means for the financial system to perform the function of trading, diversification, and management of risk. Securitisation is the packaging of particular assets and the redistribution of these packages by selling securities, backed by these assets, to investors. For instance, an intermediary may create a pool of mortgage loans (bundling) and then issue bonds backed by those mortgage loans (unbundling). Securitisation thereby converts illiquid assets into liquid assets. While residential mortgages were the first financial assets to be securitised, many other types of financial assets have undergone the same process. A recent example are so-called catastrophe bonds (also known as cat bonds). If insurers have built up a portfolio of risks by insuring properties in a region that may be hit by a catastrophe, they could create a special-purpose entity that would issue the cat bond (see chapter 8 for more details). Investors who buy the bond make a healthy return on their investment, unless a catastrophe, like a hurricane or an earthquake, hits the region because then the principal initially paid by the investors is forgiven and is used by the sponsors to pay their claims to policy holders.
Role of government

A well-functioning financial system requires particular government actions. First, government regulation is needed to protect *property rights* and to *enforce contracts*. Property rights refer to control of the use of the property, the right to any benefit from the property, the right to transfer or sell the property, and the right to exclude others from the property. Absence of secure property rights and enforcement of contracts severely restrict financial transactions and investment, thereby hampering financial development. If it is not clear who is entitled to perform a transaction, exchange will be unlikely. As the financial system allocates capital across time and space, contracts are needed to connect providers and users of funds. If one of the parties does not adhere to the content of a contract, an independent enforcement agency (for instance, a court) is needed, otherwise contracts would be useless.

Second, government regulation is needed to encourage proper information provision (*transparency*) so that providers of funds can take better decisions on how to allocate their money. Government regulation can reduce adverse selection and moral hazard problems in financial systems and enhance their efficiency by increasing the amount of information available to investors, for instance by setting and enforcing accounting standards. Although government regulation to increase transparency is crucial to reducing adverse selection and moral hazard problems, borrowers have strong incentives to cheat so that government regulation may not always be sufficient, as various recent corporate scandals, such as WorldCom, Parmalat, and Ahold, illustrate.

Third, in view of the importance of financial intermediaries, government should arrange for regulation and supervision of financial institutions in order to ensure their *soundness*. Savers are often unable to properly evaluate the financial soundness of a financial intermediary as that requires extensive effort and technical knowledge. Financial intermediaries have an incentive to take too many risks. This is because high-risk investments generally bring in more revenues that accrue to the intermediary, while if the intermediary fails a substantial part of the costs will be borne by the depositors. Government regulation may prevent financial intermediaries from taking too much risk. Depositors may also be protected by introducing some deposit-insurance system, but this may provide the intermediary with an even stronger incentive for risky behaviour. Finally, there is a risk that a sound financial intermediary may fail when another intermediary goes bankrupt due to taking too much risk (*contagion*). Since the public cannot distinguish between sound
and unsound financial institutions, they may withdraw their money once a financial intermediary fails, thereby perhaps destroying a sound institution. Chapter 10 discusses financial supervision in the EU, while chapter 11 deals with financial stability in the EU. The latter can be defined as a situation in which the financial system is capable of withstanding shocks and the unravelling of financial imbalances, thereby mitigating the likelihood of disruptions in the financial-intermediation process, which are severe enough to significantly impair the allocation of savings to profitable investment opportunities (ECB, 2006). An important prerequisite for financial stability is a well-functioning financial infrastructure, which is discussed in chapter 5.

Finally, governments are responsible for competition policy to ensure competition. There are many ways that competition may be hampered. For instance, competitors may agree to sell the same product or service at the same price (price fixing), leading to profits for all the sellers. In the EU, competition policy is based on the Treaty of Rome, particularly articles 81 (Restrictive practices) and 82 (Abuse of dominant market power). The Treaty states: ‘The following shall be prohibited . . .: (a) directly or indirectly fix purchase or selling prices . . . (b) limit or control production . . . (c) share markets or sources of supply. . .’ Chapter 12 provides further details on EU competition policy as relevant for the financial sector.

Foreign participants

Figure 1.1 assumes that foreigners also participate in the financial system and that domestic sectors can borrow from or lend to foreigners. What are the benefits if it becomes possible to lend or borrow in foreign financial markets and to do business with foreign financial intermediaries? Following Mishkin (2006), we may differentiate between the direct and indirect effects of (international) financial liberalisation, i.e., the opening up of domestic financial markets to foreign capital and foreign financial intermediaries.

Allowing foreign capital to freely enter domestic markets increases the availability of funds, stimulating investment and economic growth. Furthermore, competition in the financial system may be enhanced when foreign financial intermediaries enter a country, stimulating domestic financial intermediaries to become more efficient.¹ Finally, opening up to foreign capital and foreign financial institutions may lead to a constitution for institutional reforms that stimulate financial development (see also Box 1.2). For instance, when domestic financial intermediaries lose customers to foreign intermediaries, they may support
Box 1.2 The political economy of financial reform

Reform of the financial system may foster financial development, which, in turn, may stimulate economic growth. For instance, Bekeart et al. (2005) study countries that liberalised their equity markets in the period 1980–1997. They report that these policies resulted in an overall increase of the annual per-capita GDP growth of approximately 1 per cent. This finding is robust to controlling for other reforms, such as capital-account liberalisation.

Some countries have reformed earlier and also more extensively than others. What explains these policy differences? A small but highly relevant line of research has examined the forces driving financial reform. The basis of the analysis is that there are winners and losers in financial reform. The status quo will persist as long as the benefits of no reform outweigh the costs of no reform for those who determine the timing and pace of policies. Fernandez and Rodrik (1991) explain the tendency to retain the status quo on the basis of uncertainty faced by individuals with respect to the benefits of the reform. If it is not known ex ante who will benefit from reform, a majority may oppose the policy change even if they will benefit ex post from reform. So even if some of the existing financial institutions may prosper after the reform, uncertainty regarding the identities of the winners and losers may cause the sector as a whole to oppose the reform. Learning, made possible by the accumulation of new information, is particularly relevant in this context (Abiad and Mody, 2005). If the reform takes places in various stages, then early reform may help agents assess whether they will benefit or lose so that they may change their views. Consequently, some agents who initially opposed reforms may become advocates for further reforms.

Abiad and Mody (2005) use a newly constructed financial-reform index, covering 35 countries over the period 1973–1996, to examine the driving forces of financial reform. The index captures six dimensions of financial liberalisation, including the degree of controls on international financial transactions. On each dimension, a country is classified as being fully repressed, partially repressed, largely liberalised, or fully liberalised. When they relate their index to various explanatory variables, Abiad and Mody (2005) find that countries with highly repressed financial sectors tend to stay that way, but once reforms are initiated, the likelihood of additional reforms increases. This suggests that learning plays an important role. Also the occurrence of crises plays a role. While balance-of-payments crises tend to increase the likelihood of financial reforms, banking crises tend to increase the likelihood of reversals of reform. According to Abiad and Mody (2005), left-wing and right-wing governments are seen to operate similarly in similar situations, and openness to trade does not, on average, increase the pace of reform.
institutional reforms, such as improved transparency regulation, helping them to compete better (Mishkin, 2006).

As will be explained in some detail in chapter 2, the EU has gone beyond financial liberalisation and has taken various steps to promote the creation of a single market for financial services. Chapter 4 will analyse financial market integration in the EU. According to the ECB (2007), a market for a given set of financial instruments or services is fully integrated when all potential market participants in such a market (i) are subject to a single set of rules when they decide to deal with those financial instruments or services, (ii) have equal access to this set of financial instruments or services, and (iii) are treated equally when they operate in the market.

1.2 Bank-based versus market-based financial systems

There are important differences among the financial systems of the Member States of the EU. For instance, the size of financial markets and the importance of bank and non-bank financial intermediaries (such as mutual funds, private pension funds, and insurance companies) differ substantially across countries, as illustrated by Figure 1.2. Of course, the new Member States differ significantly from the ‘old’ Member States. However, also in this latter group of countries there are major differences. For instance, average stock-market capitalisation as a ratio to GDP during 1995–2004 was 150 per cent in the United Kingdom, while in Austria stock market capitalisation amounted to only 17 per cent. Similarly, over the same period, German bank credit was 188 per cent of GDP, while in Greece this ratio was around only 51 per cent.

A key question is how these differences in financial systems affect macroeconomic outcomes. For instance, do bank-based financial systems (like that of Germany) lead to higher rates of economic growth than market-based systems (like that of the UK)? The post-war high growth rates of Germany and Japan – where banks are dominant in the financial system – was often considered as ‘evidence’ that bank-based systems outperform market-based systems. However, more detailed empirical work, using micro-level data, has frequently failed to identify the superiority of bank-based systems. Also the much better growth performance of Anglo-American countries during the 1990s raised scepticism about the acclaimed advantages of bank-based systems (Carlin and Mayer, 2000).
What are the theoretical reasons explaining differences in the growth performance of countries with bank-based or market-based systems? As Levine (2005) pointed out, the case for a bank-based system refers to the role of markets in providing financial functions. Atomistic markets face a free-rider problem: when an investor acquires information about an investment project and behaves accordingly, he reveals this information to all investors, thereby dissuading other investors from devoting resources towards acquiring information. So investors do not have strong incentives to properly acquire information as they cannot keep the benefits of this information. Consequently, innovative projects that foster growth may not be identified. Banks, however, may keep the information they acquire, often by having long-run relationships with firms, and use it in a profitable way. Since banks can make investments without revealing their decisions immediately in public markets, they have the right incentives to do research on investment projects. Furthermore, banks with close ties to firms may be more effective than atomistic markets at exerting pressure on firms to re-pay their loans. Often firms obtain a variety of financial services from their bank and also maintain checking accounts with it, thereby increasing the bank’s information about the borrower. For example, the bank can learn about the firm’s sales by monitoring the cash flowing through
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its checking account or by factoring the firm’s accounts receivables. Firms may profit from these long-term relationships in the form of access to credit at lower prices.²

The problem of free riding that occurs due to diffuse shareholders may be less in the case of large, concentrated ownership. In some countries ownership of firms is very concentrated. Table 1.1 shows the median of the largest voting block of listed companies in 1999. It is clear that there are no meaningful voting blocks in the UK and the US due to dispersed ownership. By contrast, in continental Europe there are large voting blocks, sometimes even a majority block of over 50 per cent.³ In these countries, mostly with a bank-based system, shareholders can control the company directly.

However, concentrated owners may maximise the private benefits of control at the expense of minority shareholders. Furthermore, large equity owners may stimulate the firm to undertake higher-risk activities since shareholders benefit on the upside, while debt holders share the costs of failure. Finally, concentrated control of corporate assets produces market power that may distort public policies (Levine, 2005). Empirical evidence does not suggest that international differences in concentrated ownership are associated with disciplining firms’ management (Carlin and Mayer, 2000).

**Corporate governance**

A second element in the debate on the pros and cons of bank-based vs. market-based systems refers to corporate governance, i.e., the set of mechanisms arranging the relationship between stakeholders of a firm, notably holders of equity, and the management of the firm. Principal-agent theory

<table>
<thead>
<tr>
<th>Country</th>
<th>Number of companies</th>
<th>Median largest voting block (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>50</td>
<td>52.0</td>
</tr>
<tr>
<td>Belgium</td>
<td>121</td>
<td>50.6</td>
</tr>
<tr>
<td>France</td>
<td>40</td>
<td>20.0</td>
</tr>
<tr>
<td>Germany</td>
<td>374</td>
<td>52.1</td>
</tr>
<tr>
<td>Italy</td>
<td>216</td>
<td>54.5</td>
</tr>
<tr>
<td>Netherlands</td>
<td>137</td>
<td>43.5</td>
</tr>
<tr>
<td>Spain</td>
<td>193</td>
<td>34.2</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>250</td>
<td>9.9</td>
</tr>
<tr>
<td>United States</td>
<td>4,140</td>
<td>&lt; 5</td>
</tr>
</tbody>
</table>

*Source: Becht and Roëll (1999)*
predicts that the managers, the agents, may not always act in the best interest of the owners, the principal (Jensen and Meckling, 1976). Investors (the outsiders) cannot perfectly monitor managers acting on their behalf since managers (the insiders) have superior information about the performance of the company. So there is a need for certain mechanisms that prevent the insiders of a company using the profits of the firm for their own benefit rather than returning the money to the outside investors. Corporate governance systems differ across the EU Member States (see Box 1.3).

**Box 1.3 Corporate governance in EU Member States**

Governance Metrics International (GMI) publishes ratings of the corporate governance of firms on a scale of 1.0 (lowest) to 10.0 (highest). Each GMI rating report includes a summary of the company’s overall governance profile and commentary on each of the six research categories employed by GMI: board accountability, financial disclosure and internal controls, shareholder rights, executive compensation, market for control and ownership base, and corporate-behaviour and corporate-social-responsibility issues. All company ratings are calculated relative to the 3,400+ companies rated by GMI worldwide (‘global rating’). A GMI rating of 9.0 or higher is considered to be well above average. A rating of 7.5–8.5 is considered to be above average, 6.0–7.0 is considered average, 3.5–5.5 is considered to be below average, and 3.0 or less is considered well below average.

The number of firms with a GMI rating differs across countries – ranging from 4 for Hungary to 369 for the UK. **Figure 1.3** shows the average GMI score for various EU Member States. The figure shows that the corporate governance regimes differ substantially. While the average score for Greece (24 firms) is only 2.52, in the UK it amounts to 7.30.
Investors can use several tools to ensure that the management of a firm acts in their interest. The most important of these are the appointment of the board of directors, executive compensation, the market for corporate control, concentrated holdings, and monitoring by financial intermediaries (Allen and Gale, 2000).

By appointing the board of directors, shareholders have an instrument to control managers and ensure that the firm is run in their interest. The way that boards are chosen differs across countries. In many countries the management of the firm effectively determines who is nominated for the board, so that an incestuous relationship may blossom between boards of directors and management (Jensen, 1993). Boards may, for instance, approve various protection mechanisms that reduce the attractiveness of a takeover, one of the mechanisms in the market for corporate control (see below).

A second method of ensuring that managers pursue the interests of shareholders is to structure executive compensation appropriately. By making managers’ compensation depend on the firm’s performance, shareholders can provide incentives for the management of the firm. Examples include direct ownership of shares, stock options, and bonuses dependent on the share price. However, contingent compensation may also have a less desirable effect. If the managers’ compensation is sensitive to the performance of the firm, they will have an incentive to take excessive risks as they benefit greatly from good performance, while the penalties for poor performance are limited (Allen and Gale, 2000).

Probably the most important mechanism to control firm management is the market for corporate control that can operate in three ways: proxy contests, friendly mergers and takeovers, and hostile takeovers. In proxy contests, a shareholder tries to persuade other shareholders to act in concert with him and force the management of the firm to change course or even to unseat the board of directors. Whether proxy contests work depends, among other things, on the dispersion of shareholding. Friendly mergers and takeovers occur when the management of both firms agree that combining the firms would create additional value. The transaction can occur in various ways, such as an exchange of stock or a tender offer by one firm for the other firm’s stock (Allen and Gale, 2000).

The potentially most important device in the market for corporate control forcing managers to behave in accordance with the interests of stockholders is a hostile takeover. A takeover bid is an attempt by a potential acquirer to obtain a controlling block of shares in a target firm, and thereby gain control of the board and, through it, the firm’s management. If a firm does not exploit all of its growth potential, some outsiders may consider the firm an attractive
takeover target. After a takeover, they will try to improve the performance of the firm by replacing the current management. This threat gives managers the right incentives to behave in the interest of current stockholders. However, a takeover threat may not be effective for various reasons. First, a takeover threat may not work well due to the information asymmetry between insiders and outsiders: ill-informed outsiders will outbid relatively well-informed insiders for control of firms only when they pay too much. Second, there may again be a free-rider problem. If an outsider spends resources obtaining information, other market participants will observe the results of this research when the outsider bids for shares of the firm. Third, firms often take various actions that deter takeovers and thereby weaken the market as a disciplining device. For instance, a firm may issue rights to existing shareholders to acquire a large number of new securities.

Since the market for corporate control may not always ensure that managers behave in accordance with the interest of shareholders, proponents of a bank-based system argue that monitoring by financial institutions may be more effective in this regard. The agency problem is solved by financial institutions’ acting as the outside monitor for firms (Allen and Gale, 2000). The main characteristics of this system are a long-term relationship between banks – but potentially also other financial intermediaries like institutional shareholders (see chapter 6) – and firms, the holding of both equity and debt by the financial intermediary, and the active intervention by the financial intermediary should the firm become financially distressed.

The case for a market-based system focuses on the problems created by powerful banks. While firms with close ties to a ‘main bank’ have greater access to capital and are less cash constrained than firms without such a bank, the dependence on an influential bank may have various negative effects. Bankers act in their own best interests, not necessarily in the best interests of all stakeholders. For instance, banks with power can extract part of the expected future profits from potentially profitable investments, which may reduce the firm’s effort to undertake innovative investments. Influential banks may also prevent outsiders from removing inefficient managers if these managers are particularly generous to the bankers. Bank managers may also be more reluctant to bankrupt firms with which they have had long-term ties (Levine, 2005).

Furthermore, there may be difficulties in governing banks themselves. The information asymmetries between bank insiders and outsiders may be larger than with non-financial corporations. Therefore, banks are even more likely than non-financial firms to have a large, controlling owner.
Finally, proponents of market-based financial systems claim that markets provide a richer set of instruments to manage risks. While bank-based systems may provide inexpensive, basic risk-management services for standardised situations, market-based systems provide greater flexibility to tailor make products.

Types of activity

While there is considerable evidence that financial development is good for economic growth, there is no clear evidence that one kind of financial system is better for growth than another. For instance, Levine (2002) finds that the quality of the financial services produced by the entire financial system (intermediaries and markets) matters for economic growth. However, various recent studies suggest that differences in financial systems may influence the type of activity in which a country specialises. The reason is that different forms of economic activity may be more easily provided by one financial system than the other. Box 1.4 summarises a study providing support for this view.

Box 1.4 Does the financial system matter after all?

To pursue the hypothesis that different financial systems might favour industries with different kinds of characteristics, Carlin and Mayer (2003) examine the inter-relation between types of systems, the nature of different industries, and the levels of activity in those industries in different countries. They evaluate whether there is a relationship between the growth rates of industries in different countries and the interaction between country structures (e.g., the degree of market and bank orientation of their financial systems) and industry characteristics (the dependence of industries on external equity or bank-debt sources of finance and inputs of skilled labour). The sample comprises 14 OECD countries and 27 industries over the period from 1970 to 1995. The financial structure of different countries is measured by the size of their stock markets, accounting standards, the ratio of bank credit to GDP, and the degree of bank ownership of corporate equity. The structure of corporate systems is captured by the degree of concentration of ownership and by the extent of pyramid ownership. The characteristics of legal systems are measured by indicators of legal protection of investors or creditors and by the common- or civil-law origin of the legal system as indicated by its source in English, German, Scandinavian, or French law. Carlin and Mayer report strong evidence of a relation between industry growth rates in different countries and the interaction of country financial structures with industry characteristics. Market-oriented financial systems are associated with high growth of external equity-financed and skill-intensive industries. The effect comes through investment in R&D rather than fixed capital expenditures.
Economies of scale in monitoring make banks more efficient monitors than individual market participants. However, securities markets have the advantage of aggregating diverse views of a large number of market participants and are therefore more likely to support activities where there is a high degree of uncertainty in production, while banks are more likely to support activities in which uncertainty is low but gestation periods are long (Carlin and Mayer, 2000). Banks may be effective at eliminating duplication of information gathering and processing, but may not be effective gatherers and processors of information in new, uncertain situations involving innovative products and processes, in which case securities markets work better. Similarly, Dewatripont and Maskin (1995) argue that banks will find it difficult to credibly commit not to renegotiate contracts in the case of long-run contacts with firms. The credible imposition of tight budget constraints may be necessary for the funding of newer, higher-risk firms.

**Other differences**

In practice, financial systems are always a mixture of financial markets and financial intermediaries. In a recent study, the IMF (2006) classifies financial systems using the degree to which financial transactions are conducted on the basis of a direct (and generally longer-term) relationship between two entities, usually a bank and a customer, or are conducted at ‘arm’s-length’, where parties concerned typically do not have any special knowledge about each other that is not available publicly. The IMF has constructed a new Financial Index, ranging between 0 and 1, with a higher value representing a greater ‘arm’s-length’ content in the financial system (i.e., it is more market-based). Figure 1.4 shows the IMF Financial Index.

The Financial Index suggests that despite an increase in the arm’s-length content of financial systems across advanced economies, important differences remain. Indeed, the increase in the index has generally been larger for those countries with relatively high values already in 1995. Thus, there is little evidence of convergence. This variation in the Financial Index across countries is indicative of important differences in the way financial systems perform their intermediation function. In countries with more arm’s-length content, a larger share of household and firm financing takes place through financial markets.

According to the IMF (2006), the degree of arm’s-length transactions in a financial system may affect household behaviour. A large body of empirical
evidence shows that private consumption is sensitive to changes in current income, contrary to the implications of the permanent income hypothesis. This finding of ‘excess sensitivity’ of consumption to current income has most often been attributed to borrowing constraints faced by households, implying that as borrowing constraints ease, consumption can be expected to become less sensitive to current income. In a more arm’s-length financial system, households may be better able to smooth consumption in the face of income shocks. In such systems, investors can price collateral more effectively in a liquid market and acquire financial claims on a diversified pool of borrowers. The IMF (2006) provides some evidence that countries with more arm’s-length systems tend to exhibit a lower correlation between consumption and current income growth, suggesting a greater degree of consumption smoothing. Figure 1.5 is reproduced here from the IMF study. The figure shows the correlation between consumption and current income growth and the Financial Index. There is a negative relationship that is significant. This finding is consistent with the notion that consumers in countries with a more arm’s-length financial system are better able to smooth consumption in the face of changes in their income.

The IMF (2006) also presents evidence that the degree of arm’s-length transactions in a financial system may affect investment behaviour. During normal business-cycle downturns, financial systems with a lower degree of arm’s-length transactions (and a higher degree of relationship-based lending)
could be expected to give greater weight to the long-term gains from maintaining an existing relationship with a borrower by providing short-term assurance that financing will be available in the event of a temporary disruption in cash flow, particularly as the lender’s own balance sheet is on average more exposed to the borrower. Providing financing to ride out such temporary downturns may not be in the interest of the borrower only but also of the lender. The capital buffer of the bank (as lender) then absorbs part of the losses caused by the downturn. Allen and Gale (2000) also argue that a bank-based system is better able to provide inter-temporal smoothing of investment (and thereby the wider economy) than a market-based system. This is illustrated in Figure 1.6, also taken from the IMF study (2006). The response of the business investment to business cycles is smoother for countries in the lower half of the Financial Index (more relationship-based).

**Complements**

Some authors argue that financial markets and financial intermediaries may provide complementary growth-enhancing financial services to the economy. Intermediaries may be necessary for the successful functioning of markets. A historical perspective shows that financial markets did not develop spontaneously. The earliest financial transactions involving loans were handled by financial intermediaries. It was not until the Amsterdam Bourse was founded at the start of the seventeenth century that anything like a formal financial market existed (Allen and Gale, 2000). Stock markets may complement banks by spurring competition for corporate control and by offering alternative
means of financing investment, thereby reducing the potentially harmful effects of excessive bank power. Indeed, banks have increasingly moved away from their traditional deposit-taking and lending role into fee-generating activities, such as the securitisation of loans and the sale of risk-management products (see chapter 7). Financial markets, of course, also compete with banks. Consumers can invest directly in securities (government and private bonds, and stocks) rather than leaving their money in savings accounts, while borrowers can go to the capital markets rather than to banks. This is often called dis-intermediation.

Allen and Santomero (1998) forcefully argue that financial intermediaries reduce what they call participation costs, i.e., the costs of learning about effectively using financial markets as well as participating in them on a day-to-day basis. As financial markets have become increasingly complex over time, financial intermediaries offer various services to the uninformed investors, such as providing information, investing on their behalf, or offering a fixed-income claim against the intermediary’s balance sheet. Investors get access to financial markets through the intermediary’s services, which add value to the transaction by reducing the (perceived) participation costs of uninformed investors. Allen and Santomero argue that the increase in the breadth and depth of financial markets has been the result of greater use of these instruments by financial intermediaries and firms. The increased size of financial markets has coincided with a dramatic shift away from direct participation by individuals in financial markets towards participation through various kinds of intermediaries. The importance of different types
of intermediary has also undergone a significant change. While the share of assets held by banks has fallen, that of institutional investors has dramatically increased in size (see chapter 6 for a further analysis). Also in countries with a bank-dominated financial system, like France and Italy, the role of institutional investors has increased. As a consequence, institutional investors have also become more dominant in corporate-governance issues.

Legal system

Finally, some recent research suggests that legal system differences are key in explaining international differences in financial structure. In this approach, the financial system is a set of contracts that is defined and made more or less effective by legal rights and enforcement mechanisms. A well-functioning legal system facilitates the operation of both financial markets and intermediaries. According to this literature, distinguishing countries by the efficiency of national legal systems in supporting financial transactions is more useful than distinguishing countries by whether they have bank-based or market-based financial systems. La Porta et al. (1997) argue that financial systems offer different levels of creditor and shareholder protection depending on the origin of the legal rules in place, i.e., English, French, German, or Scandinavian origin. Common-law countries of the English tradition protect both shareholders and creditors the most, French civil-law countries the least, and German and Scandinavian civil-law countries somewhere in the middle. La Porta et al. (1997, p. 1149) find that ‘civil law, and particularly French civil law, countries, have both the weakest investor protections and the least developed capital markets, especially as compared to common law countries’.

Table 1.2 summarises some of the measures as developed by La Porta et al. (1997) and extended and updated by Djankov et al. (2006; 2007) for the EU Member States. Column (2) shows the legal family to which the country belongs. The rationale of the other measures is as follows. Those who control a firm, whether they are managers, controlling shareholders, or both, can use their power to deliver firm wealth to themselves, without sharing it with the other investors. The measures quantify the extent to which various investors are protected. Column (3) presents a creditor-rights index that measures powers of secured lenders in bankruptcy (Djankov et al. 2007). The creditor-rights index varies between 0 (poor creditor rights) and 4 (strong creditor rights). For their full sample, Djankov et al. report that the index of creditor rights for 2003 is lowest in French legal-origin countries and highest in German legal-origin ones.
Table 1.2 Indicators of investor and creditor protection, 2003

<table>
<thead>
<tr>
<th>Country</th>
<th>Law family</th>
<th>Creditor rights</th>
<th>Shareholders’ rights</th>
<th>Anti-self dealing index</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>German</td>
<td>3</td>
<td>2.5</td>
<td>0.21</td>
</tr>
<tr>
<td>Belgium</td>
<td>French</td>
<td>2</td>
<td>2</td>
<td>0.54</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>German</td>
<td>n.a.</td>
<td>4</td>
<td>0.66</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>German</td>
<td>3</td>
<td>4</td>
<td>0.34</td>
</tr>
<tr>
<td>Denmark</td>
<td>Scandinavian</td>
<td>3</td>
<td>4</td>
<td>0.47</td>
</tr>
<tr>
<td>Finland</td>
<td>Scandinavian</td>
<td>1</td>
<td>3.5</td>
<td>0.46</td>
</tr>
<tr>
<td>France</td>
<td>French</td>
<td>0</td>
<td>3</td>
<td>0.38</td>
</tr>
<tr>
<td>Germany</td>
<td>German</td>
<td>3</td>
<td>2.5</td>
<td>0.28</td>
</tr>
<tr>
<td>Greece</td>
<td>French</td>
<td>1</td>
<td>2</td>
<td>0.23</td>
</tr>
<tr>
<td>Hungary</td>
<td>German</td>
<td>1</td>
<td>2</td>
<td>0.20</td>
</tr>
<tr>
<td>Ireland</td>
<td>English</td>
<td>1</td>
<td>4</td>
<td>0.79</td>
</tr>
<tr>
<td>Italy</td>
<td>French</td>
<td>2</td>
<td>2.5</td>
<td>0.39</td>
</tr>
<tr>
<td>Latvia</td>
<td>German</td>
<td>3</td>
<td>3</td>
<td>0.35</td>
</tr>
<tr>
<td>Lithuania</td>
<td>French</td>
<td>2</td>
<td>4</td>
<td>0.38</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>French</td>
<td>n.a.</td>
<td>1</td>
<td>0.25</td>
</tr>
<tr>
<td>Netherlands</td>
<td>French</td>
<td>3</td>
<td>3</td>
<td>0.21</td>
</tr>
<tr>
<td>Portugal</td>
<td>French</td>
<td>1</td>
<td>2.5</td>
<td>0.49</td>
</tr>
<tr>
<td>Slovakia</td>
<td>German</td>
<td>2</td>
<td>3</td>
<td>0.29</td>
</tr>
<tr>
<td>Slovenia</td>
<td>German</td>
<td>3</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>Spain</td>
<td>French</td>
<td>2</td>
<td>5</td>
<td>0.37</td>
</tr>
<tr>
<td>Sweden</td>
<td>Scandinavian</td>
<td>1</td>
<td>3.5</td>
<td>0.34</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>English</td>
<td>4</td>
<td>5</td>
<td>0.93</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>German</strong></td>
<td></td>
<td>2.57</td>
<td>3.00</td>
<td>0.33</td>
</tr>
<tr>
<td><strong>French</strong></td>
<td></td>
<td>1.63</td>
<td>2.78</td>
<td>0.36</td>
</tr>
<tr>
<td><strong>English</strong></td>
<td></td>
<td>2.50</td>
<td>4.50</td>
<td>0.55</td>
</tr>
<tr>
<td><strong>Average</strong></td>
<td></td>
<td>1.67</td>
<td>3.67</td>
<td>0.42</td>
</tr>
</tbody>
</table>

Note: n.a. means not available
Source: La Porta et al. (1997), Djankov et al. (2006, 2007)

Column (4) shows an index reflecting shareholder rights. The original index, reported in La Porta et al. (1997), has been criticised by a number of scholars for its ad-hoc nature, for mistakes in its coding, and for conceptual ambiguity in the definitions of some of its components. Therefore, Djankov et al. (2006) came up with a revised and extended index that is shown in column (4) of Table 1.2. This index is available for 72 countries and is based on
laws and regulations applicable to publicly traded firms in May 2003. The index summarises the protection of minority shareholders in the corporate decision-making process, including the right to vote. This index varies between 0 (poor shareholder rights) and 6 (strong shareholder rights). For their full sample, Djankov et al. report that the index of shareholder rights is lowest in French legal-origin countries and highest in English legal-origin ones.

A recent alternative measure of shareholder protection quantifies their rights against expropriation by corporate insiders through self-dealing (see Djankov et al., 2006). Various forms of such self-dealing include executive perquisites to excessive compensation, transfer pricing, self-serving financial transactions such as directed equity issuance or personal loans to insiders, and outright theft of corporate assets. This index ranges between 0 (poor protection) and 1 (high protection) and is shown in column (5) of Table 1.2. For their full sample, Djankov et al. report that the index is lowest in French legal-origin countries and highest in English legal-origin ones.

Various conclusions can be drawn from Table 1.2. First, the EU Member States clearly have different legal traditions. So, if the finance and law view is correct (see Box 1.5 for some discussion), financial differences in the EU are likely to remain in place, despite attempts to create one single financial market.

**Box 1.5 Legal origin or political institutions?**

According to the law and finance literature, the financial development of countries can be traced back to their legal origins (La Porta et al., 1997). There is some evidence in support of this view. Beck et al. (2001) investigate the relative effects of political arrangements, legal origin, and different historical factors on financial development. They conclude that legal origin offers a substantially stronger explanation of financial development than political conditions. However, Keefer (2007) challenges this conclusion. He uses total credit extended to the private sector by banks and other financial institutions as a measure of financial-sector development. This is the preferred way of Beck et al. (2001) to measure financial development. Keefer reports that various political variables, including his measure of political checks and balances (i.e., how many political actors can block proposed legislation, therefore tracking whether formal institutions exist that potentially impose constraints on arbitrary behaviour by the executive branch) and newspaper circulation (a proxy for the extent of voter information), have a significant influence on financial-sector development. More importantly, these variables remain significant determinants of financial-sector development, even controlling for legal origin. In fact, the legal-origin variables often become insignificant once political variables are included in the regression model.
Second, the various indicators vary widely across the EU Member States, suggesting that the degree that investors are protected differs substantially across these countries. For instance, the creditor rights index ranges between 0 (France) and 4 (the UK), while the shareholder index ranges between 1 (Luxembourg) and 5 (Spain and the UK).

1.3 Conclusions

The financial system encompasses all financial intermediaries and financial markets and their relations with respect to the flow of funds to and from households, governments, business firms, and foreigners (including the financial infrastructure). The main task of the financial system is to channel funds from sectors that have a surplus to sectors that have a shortage of funds. The importance of financial markets and financial intermediaries differs across Member States of the European Union. However, most investments by firms in the EU are financed through retained earnings, regardless of the relative importance of financial markets and intermediaries.

The financial system helps overcome an information asymmetry between borrowers and lenders. An information asymmetry can occur ex ante and ex post, i.e., before and after a financial contract has been agreed upon. The ex-ante information asymmetry arises because borrowers generally know more about their investment projects than lenders. The ex-post information asymmetry arises because borrowers, but not investors, can observe actual behaviour. Furthermore, the financial system reduces the time and money spent in carrying out financial transactions.

A well-functioning financial system requires particular government actions. First, government regulation is needed to protect property rights and to enforce contracts. Second, government regulation is needed to encourage proper information provision so that providers of funds can take better decisions on how to allocate their money. Third, government should arrange for regulation and supervision of financial institutions in order to ensure their soundness. Finally, governments are responsible for competition policy to ensure competition.

An important question is how differences in financial systems affect macroeconomic outcomes. Atomistic markets face a free-rider problem: when an investor acquires information about an investment project and behaves
Accordingly, he reveals this information to all investors, thereby dissuading other investors from devoting resources towards acquiring information. Financial intermediaries may be better able to deal with this problem than financial markets.

Another element in the debate on the pros and cons of bank-based vs. market-based systems refers to corporate governance, i.e., the set of mechanisms arranging the relationship between stakeholders of a firm, notably holders of equity, and the management of the firm. Investors (the outsiders) cannot perfectly monitor managers acting on their behalf since managers (the insiders) have superior information about the performance of the company. So there is a need for certain mechanisms that prevent the insiders of a company using the profits of the firm for their own benefit rather than returning the money to the outside investors.

While there is considerable evidence that financial development is good for economic growth, there is no clear evidence that one kind of financial system is better for growth than another. However, various recent studies suggest that differences in financial systems may influence the type of activity in which a country specialises. The reason is that different forms of economic activity may be more easily provided by one financial system than the other. Likewise, there is some evidence suggesting that in financial systems characterised by a greater degree of arm’s-length transactions, households seem to be able to smooth consumption more effectively in the face of unanticipated changes in their income, although they may be more sensitive to changes in asset prices. By contrast, financial systems characterised by a greater degree of relationship-based lending are able to smooth business investment more effectively in the face of changes in the business cycle. Table 1.3 summarises these issues.

Some authors argue that financial markets and financial intermediaries provide complementary growth-enhancing financial services to the economy. Intermediaries are necessary for the successful functioning of markets.

### Table 1.3 Bank-based vs. market-based financial systems

<table>
<thead>
<tr>
<th></th>
<th>Bank-based</th>
<th>Market-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>Economic growth</td>
<td>++</td>
<td>++</td>
</tr>
<tr>
<td>High-uncertainty investment</td>
<td>− −</td>
<td>++</td>
</tr>
<tr>
<td>Low-uncertainty investment</td>
<td>++</td>
<td>− −</td>
</tr>
<tr>
<td>Consumption smoothing</td>
<td>−</td>
<td>+</td>
</tr>
<tr>
<td>Investment smoothing</td>
<td>+</td>
<td>−</td>
</tr>
</tbody>
</table>

Functions of the Financial System
Finally, according to the ‘law and finance’ view, legal-system differences are key in explaining international differences in financial structure. Therefore, distinguishing countries by the efficiency of national legal systems in supporting financial transactions is more useful than distinguishing countries by whether they have bank-based or market-based financial systems.

NOTES

1. Whether competition increases depends on the entry strategy of foreign intermediaries. For instance, if a foreign intermediary acquires various domestic intermediaries and merges them, competition may decrease.

2. Various studies examine this issue. A good example is Petersen and Rajan (1994) who, on the basis of a large-scale sample of US firms with less than 500 employees, found evidence that relationships increase the availability and reduce the price of credit to firms. The empirical results suggest that the availability of finance increases as the firm spends more time in a relationship, as it increases ties to a lender by expanding the number of financial services it buys from it, and as it concentrates its borrowing with the lender.

3. While the median is over 50 per cent for the overall group of 374 companies in Germany, the median for the 30 large companies in the DAX30 is only 11 per cent. Similarly, the relatively low median reported for France relates only to the 40 large companies in the CAC40 (Becht and Roëll, 1999).

4. There are two main types of board of directors. The UK and the US have a so-called one-tier board, which consists of a mix of outside (non-executive) directors and inside (executive) directors, who are the top executives of the firm. The role of management is to implement the business policies that the board has determined. Continental European countries apply the two-tier board system with a supervisory board and a management board. The supervisory board is the controlling body and elected by the shareholders (and sometimes also by the employees). The management board is appointed by the supervisory board.

5. The interested reader is referred to Appendix 4.1 of IMF (2006) for further details.
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European Financial Integration: Origins and History

OVERVIEW

The European Union consists of 27 Member States at the time of writing and has supranational and intergovernmental forms of co-operation. The EU has its origins in the European Coal and Steel Community (ECSC) formed by six European countries in 1951. Since then, it has grown in size through the accession of new Member States, while it has also increased its powers by the addition of new policy areas to its remit.

This chapter describes the major steps towards monetary and financial integration in the European Union. In addition, it explains the most important EU institutions (European Commission, Council of the EU, European Council, the European Parliament, and the European Court of Justice) and legal instruments (like directives and regulations).

A major step in the history of European integration was the publication of the report of the Committee for the Study of Economic and Monetary Union in 1989. In this so-called Delors Report, named after the chairman of this committee, a three-phase transition towards monetary unification was proposed. The main conclusions of the Delors Committee were incorporated in the 1992 Treaty on European Union and finally led to the introduction of the single currency as well as the European Central Bank (ECB).

An important milestone for financial integration was the launch of the Financial Services Action Plan (FSAP) by the European Commission in May 1999. The purpose of the FSAP was to remove regulatory and market barriers that limit the cross-border provision of financial services and the free flow of capital within the EU, and to create a level playing field among market participants.
LEARNING OBJECTIVES

After you have studied this chapter, you should be able to:

- outline the various steps in the process of European monetary and financial integration
- describe the fundamental principles underlying the financial integration process
- explain the functioning of the most important EU institutions and their responsibilities
- describe the various EU legal instruments.

2.1 European integration: introduction

Although the idea of economic integration of European countries was proposed earlier, it was put into practice only after the Second World War. The major impetus was the Schuman plan of May 1950 that foresaw the establishment of the so-called European Coal and Steel Community. It was very much inspired by political considerations as the ECSC was seen as the basis for Franco–German reconciliation. To ensure that reconstruction in the western part of Germany would not endanger peace, the ECSC intended to integrate the coal and steel sectors, which were at the time considered to be of central importance for the defence industry. The main objective of the ECSC was the elimination of barriers and the encouragement of competition in these sectors.

The ECSC that started in 1951 was in many ways characteristic for the European integration process of the years to come. First, its membership was limited. Only Belgium, Germany, France, Italy, Luxembourg, and the Netherlands were members. The United Kingdom and various other European countries remained outside the organisation. It was only in 1973 that Denmark, Ireland, and the UK joined what was then called the European Communities, to be followed by Greece (1981) and Spain and Portugal (1986). Austria, Finland, and Sweden became members in 1995. After the collapse of communism at the end of the 1980s, various Eastern- and Central-European countries became candidate members of what was by then called the European Union. In 2004, Cyprus, the Czech Republic, Estonia, Hungary, Latvia, Lithuania, Malta, Poland, Slovakia, and Slovenia acceded to the EU, followed in 2007 by Bulgaria and Romania.

Second, much of the organisational structure of the EU as we know it today (see section 2.2) is very similar to that of the ECSC. For instance, the High Authority, the ECSC’s supranational executive organ, was the predecessor of
The first president of this High Authority was Jean Monnet. Other institutions of the ECSC were the Council of Ministers (representing member governments), the Assembly (composed of 68 delegates from the national parliaments, later transformed into the European Parliament), and the European Court of Justice.

With the entering into force of the Treaty of Rome in 1958, the European Economic Community (EEC) and the European Atomic Energy Community (Euratom) came into being (see Box 2.1 on the role of treaties). Of the three communities (i.e., the ECSC, the EEC, and Euratom), the EEC was by far the most important in terms of scope and instruments. The Treaty paved the way for the creation of a common market where goods, services, labour, and capital could move freely. It directed Europe towards a single financial market, but it was not until the 1980s that major steps were taken in this direction.

**Box 2.1 The role of treaties**

Treaties form the basis of the European integration process. The basic treaty is the Treaty of Rome (1957) establishing the European Economic Community. The Treaty of Rome contains the legal basis for most decisions taken by the institutions of the European Union (see section 2.2) and is still the main source of communitary legislation. The original Treaty of Rome has been amended by subsequent treaties.

A first major amendment is the Single European Act (1986) completing the internal market. The chief objective of the Single European Act was to add new momentum to the process of European integration. An important innovation was that it moved away from the principle of unanimity for the harmonisation of legislation. Another major amendment is the Maastricht Treaty on European Union (1992) launching Economic and Monetary Union. The Maastricht Treaty also created the European Union.

Next, the Treaty of Rome was amended by the Treaty of Amsterdam (1997). The Amsterdam Treaty puts a greater emphasis on security and justice matters and contains the beginning of a common foreign and security policy. A further amendment is contained in the Treaty of Nice (2001). The Nice Treaty deals with reforming the institutions so that the EU could continue to function effectively after its enlargement to 25 Member States in 2004 and subsequently to 27 Member States in 2007. The Treaty of Nice also changed the number of votes, as specified in Table 2.1.

The final amendment is the Treaty of Lisbon (2007), which is (subject to ratification) scheduled to enter into force in 2009. The Lisbon Treaty further streamlines the institutions of the EU and upgrades the powers of the European Parliament (see Box 2.2).
In 1985, the European Commission published a White Paper on the Completion of the Internal Market, which provided for the free circulation of persons, goods, services, and capital in the European Union. Economies of scale and scope would result from decreased border controls, unified technical standards, reduced distribution and marketing costs, and standardised rules and regulations in the manufacturing and services sectors. To provide an economic underpinning of the Internal Market Project, the Cecchini Report (1988) calculated the costs of nationally fragmented markets, i.e., the costs of ‘non-Europe’, and estimated the benefits of the Internal Market at approximately 4–7 per cent of GDP. The White Paper led to the adoption of the so-called Single European Act (SEA) in 1986 that aimed at completing the internal market by 1992.

Another major step in the history of European integration was the publication of the report of the Committee for the Study of Economic and Monetary Union in 1989. In the Delors Report – named after the chairman of this committee and then-president of the European Commission, Jacques Delors – a three-phase transition towards monetary unification was proposed. The main conclusions of the Delors Committee were incorporated in the 1992 Treaty on European Union, better known as the Maastricht Treaty, named after the Dutch city where the final negotiations took place. As a consequence, the Economic and Monetary Union (EMU) started on 1 January 1999 with the irrevocable fixing of the exchange rates of the then 11 participating countries and the start of the common monetary policy by the ECB. Euro notes and coins were introduced in January 2002.

In May 1999, the European Commission launched the Financial Services Action Plan. The purpose of the FSAP was to remove regulatory and market barriers that limit the cross-border provision of financial services and the free flow of capital within the EU, and to create a level playing field among market participants.

This chapter outlines the most important steps taken towards European financial integration. The next section goes on to explain the most important European institutions and the legal instruments used to shape integration. As full financial integration requires monetary integration, section 2.3 describes first how monetary integration has evolved. Section 2.4 sets out the major steps towards financial integration.

### 2.2 European institutions and instruments

There are two basic approaches towards integration. In the supranational approach, an international institution that is independent from national
governments is responsible for policy making, while in the *intergovernmental* approach an international institution basically fulfils a secretariat role for the governments and has no real power. The key difference in the two approaches is the transfer of sovereignty from the Member States to that institution. Whereas in the intergovernmental approach no sovereignty is transferred, in the supranational approach Member States lose their power to enact legislation. Interestingly, in the EU both types of integration exist (Craig and De Burca, 2007).

### Institutions

The *European Commission* is the EU institution that is most independent from the Member States. Its most important task is to initiate legislation. Only the Commission can come up with formal proposals for legislation (the so-called right of initiative). The Council and Parliament, to be explained below, are only able to request legislation. The formal legislative process starts with the presentation of a proposal by the European Commission to the European Parliament and the European Council, after which the process of negotiation between the latter parties starts. Currently, the Commission consists of 27 Commissioners, one from each Member State, who are appointed for a five-year term (see Box 2.2 for the changes once the Lisbon Treaty is in force). Commissioners are expected to detach themselves from national interests. The President of the Commission and the other Commissioners are first nominated by the European Council and are officially approved by the European Parliament. The Commission has its own staff, sometimes referred to as ‘the Brussels bureaucracy’. Although this name suggests otherwise, the size of the Commission staff is relatively small – in 2008 the Commission employed just over 24,000 officials. Each Commissioner is responsible for a particular policy area, and politically responsible for a Directorate General (DG). The most important DGs for financial services are DG Internal Market and Services, DG Economic and Financial Affairs, and DG Competition.

The *Council* of the European Union consists of representatives of each Member State at the ministerial level. When the Council meetings comprise ministers of economics and finance, it is known as *Ecofin*. Decision making in the Council is on the basis of unanimity, simple majority, or qualified majority. In most cases, the Council votes on issues by qualified majority, meaning that there must be a minimum of 255 votes out of 345 and a majority of Member States. Table 2.1 indicates that the number of votes of the Member
Box 2.2  The Lisbon Treaty

After the French and Dutch electorate had rejected a proposal for a ‘European Constitution’ in Spring 2005, it took until October 2007 before the Heads of State and Government agreed in the Portuguese capital on the text of a Treaty that amends the existing Treaties. After ratification, this ‘Treaty on the Functioning of the EU’ (TFEU) implies the following changes with respect to the institutions of the EU as outlined above.

Until 2014, the European Commission will comprise a Commissioner from each Member State. After that date the number of Commissioners will correspond to two-thirds of the Member States (i.e., 18 in an EU comprising 27 Member States). The Commissioners will be chosen according to an equal revolving system between Member States.

Like the European Parliament and the Commission, the European Council will become an EU institution with its own full-time president who will not be able to assume a national mandate. The president will be elected by qualified majority by the European Council for two and a half years; this term can be renewed once. The president of the European Council represents the EU in the international arena and chairs and co-ordinates the European Council’s work.

There will be new decision-making rules within the Council. A decision will be adopted within the Council if it wins the approval of 55 per cent of the EU Member States (i.e., 15 Member States in an EU comprising 27 Member States) representing at least 65 per cent of the EU’s population. Furthermore, a blocking minority has to include at least 4 Member States. Not only is the double majority system more democratic, it is also more effective in comparison with the current system. The new double-majority voting rule that emerged with the Lisbon Treaty will come into force in October 2014 with a transitional period until March 2017. During this period it will be possible for the Members of the Council to ask that decisions that need to be adopted by qualified majority be adopted according to qualified majority as stipulated in the Treaty of Nice. It will also be possible to suspend decisions using the so-called ‘Ioannina mechanism’, a mechanism which was included during negotiations in order to win over Poland. If Member States that are against a text are significant in number but still insufficient to block the decision (1/3 of the Member States or 25 per cent of the population), all of the Member States commit to seeking a solution to rally opponents while reserving the option to vote at any time. The efficiency of the decision-making process will also be enhanced by the extension of the qualified majority vote to new areas. The qualified majority replaces unanimity in several areas, such as the adoption of measures relating to external border control, asylum, and immigration.

Finally, the powers of the European Parliament will be extended. In the legislative domain, the co-decision procedure will be applied in nearly 50 new areas, including the internal market. As to the budget, the European Parliament has been given the same
The European Council has become a very powerful body. Comprised of the heads of government or state, and the President of the European Commission, it ‘shall provide the Union with the necessary impetus for its development’ (art. 4 of the EU Treaty). Essentially, it defines the Union’s policy agenda. Major policy initiatives, such as the Internal Market Programme, the Maastricht Treaty, and the Financial Services Action Plan, were adopted by the European Council. The European Council also comes into play when its ministers are caught in stalemate. When the Council cannot reach a decision, the issue concerned is typically transferred to the European Council.

The role of the European Parliament (EP), which since 1979 is elected by the people of the EU Member States in direct elections every five years (coinciding with the term of the Commissioners of the European Commission), is more
limited than that of national parliaments. Still, over time, the influence of the EP has increased. Currently, it has 785 members, but that number will be reduced to 750 when the Treaty of Lisbon enters into force. The EP has veto power over the appointment of the Commission. It can also dismiss the Commission. The EP also has the right to reject the EU Budget. It plays an important role in legislation, which may go through different procedures. Under the consultation procedure, the EP only gives its opinion. Under the co-operation procedure it has the right to amend or even reject legislation, but these decisions may be overruled by the Council. Under the co-decision procedure, acceptance by the EP is necessary. The Commission presents a proposal to Parliament and the Council, then the EP sends amendments to the Council, which can either adopt the text with those amendments or send back a ‘common position’. That proposal may be approved or further amendments may be tabled by the EP. If the Council does not approve those, a ‘Conciliation Committee’ is formed that seeks agreement. Finally, under the assent procedure the Council is required to obtain the European Parliament’s assent before certain important decisions are taken. The assent principle is based on a single reading. The EP may accept or reject a proposal but cannot amend it. If the EP does not give its assent, the act in question cannot be adopted. The assent procedure applies mainly to the accession of new Member States, association agreements, and other fundamental agreements with third countries. It is, among others, also required with regard to the specific tasks of the ECB and amendments to the Statutes of the European System of Central Banks (ESCB) and the ECB. Parliament’s assent is given by a majority of votes cast, but a majority of Members is also required in case of the accession of a new Member State and the electoral procedure.

The European Court of Justice (ECJ) consists of 27 judges (one judge per Member State) and 8 advocates-general. Judgments of the ECJ on matters relating to the interpretation and application of European law have been of great importance for the development of the EU. As the supreme court of the EU, the ECJ gives a coherent and uniform interpretation of Community law and ensures compliance by the Member States. The ECJ has rejected protectionism in many judgments and thus contributed significantly to the realisation of the internal market.

**Legal instruments**

Legislative measures in the EU are proposed by the European Commission and – in the case of nearly all the measures under the Financial Services Action Plan (see section 2.4) – are adopted by co-decision under which the Council
and the European Parliament consider, amend, and agree on the final content of each legislative measure. These measures are published in the *Official Journal of the European Union* and can take the form of:

- **regulations** – a regulation is binding in its entirety and directly applicable in all Member States, and does not require transposition into the respective national laws (although there may be changes required in Member States’ law to achieve the full effect of the regulation);

- **directives** – a directive is binding upon each Member State to which it is addressed, but gives national authorities the choice of form and methods. In other words, directives must be incorporated in the national law of each Member State, generally by introducing or amending national laws, within a deadline of usually 18 or 24 months after publication.

In addition to regulations and directives, the Commission or the Council can take **decisions** which are binding upon those to whom they are addressed. The Commission and the Council can also formulate **recommendations** or deliver **opinions**. These are not legally binding, although politically they can be important. The various instruments have a different impact on integration (see also **Box 2.3**). A regulation fosters full integration, because of its direct

---

**Box 2.3 Dynamics of integration**

The combination of the choice of the decision-making procedure (supranational or intergovernmental) and the choice of legal instrument (regulation or directive) determines to a large extent the degree of integration. In the area of competition policy and monetary policy, the EU has chosen for regulations to ensure uniformity across the EU. A good example is the Regulation on the Introduction of the Euro (EC/974/98), according to which the national currencies participating in the euro could only be converted into the euro in a uniform way. If the euro denomination of the German D-Mark, for example, were calculated differently across countries, there would be scope for arbitrage. A supranational institution (the European Central Bank; see section 2.3) is responsible for policymaking. The money market shows that the ECB has been successful in adopting a uniform monetary policy across the euro area as the money-market rates in the various euro-area countries have fully converged (see chapter 4).

In the area of financial services policy, the EU has often opted for directives. These directives are mostly implemented in a different way by each Member State. An example is the definition of ‘capital’ under the Banking Directive (2006/48/EC). This directive determines how much capital banks must maintain in view of the risks that a bank faces. All 27 Member States use their own definition of capital. Moreover, banking supervision is executed by national supervisory authorities. Banking groups that have cross-border operations in the EU sometimes complain about the differences in rules and approach taken by national supervisors.
application. Basically, the rules are uniform and overrule national legislation, to the extent that the latter is not consistent with the regulation. By contrast, a directive needs to be implemented by the Member States, leaving scope for minor or major differences. The rules are then harmonised and are generally not uniform.

The adoption or implementation of legal instruments is only the first element of the legislative framework. The second element is the putting in place of the relevant administrative arrangements to ensure that the new rules are observed. The third element, sometimes referred to as enforcement, is ensuring that the new rules work effectively and are complied with across the EU.

2.3 Monetary integration

During the initial phase of European integration, the emphasis was on integration of goods markets. As far as monetary issues were concerned, the Rome Treaty described exchange-rate policies as a matter of ‘common concern’, but did not offer substantive contents as to its meaning. It was only at the summit in 1969 in The Hague that the European governments agreed on monetary union. Pierre Werner, prime minister of Luxembourg at the time, was appointed to chair a committee that was to draw up a plan. The Werner Report was completed in 1970. It called for the completion of a monetary union by 1980. The Werner Committee proposed a three-stage approach towards monetary union, leading eventually to fixed exchange rates and a common monetary policy.

Although the Council adopted the plan, the turmoil in the currency markets at the time made it falter. The mid-1970s can be characterised as a low point in European monetary integration. However, at the end of the 1970s the then French president Valéry Giscard D’Estaing and German chancellor Helmut Schmidt took the initiative for the European Monetary System (EMS). The aim of the EMS was to create a ‘zone of monetary stability’ in Europe. The core was the so-called Exchange Rate Mechanism (ERM). Currencies participating in the ERM were supposed to fluctuate vis-à-vis one another within a band of plus and minus 2.25 per cent around agreed-upon central rates. These central rates could be adjusted. Although this system brought some stability for the participating currencies, there were, at times, frequent adjustments of the central rates. Within the system, the German D-Mark functioned as the anchor. Countries that pegged their currency to the
German one had little room for manoeuvre in monetary policy making. If the German monetary authorities decided to change their interest rates, the other countries had to follow if they wanted to maintain their peg. Various countries, notably France, felt that the German-dominated ERM did not always serve their interests as the German monetary authorities, in deciding on interest rates, took into account only the economic situation in Germany. A monetary union was considered the proper answer to this problem.

During the 1980s, the discussion therefore focused again on monetary integration. There is no doubt that the signing of the Single European Act in 1986 and the commitment to complete the internal market by 1992 were important in furthering monetary union. Initially regarded as rather modest in nature, the SEA succeeded in developing renewed momentum for European integration, not least by establishing a clear deadline for completion of the internal market. It was argued that in order to reap the full gains from the internal market, exchange-rate risks and transaction costs were to be banished by introducing a common currency. This view is apparent from the title of an important study by the European Commission: ‘One Market, One Money’ (Emerson et al., 1992). Although many economists do not subscribe to the view that fixed exchange rates are needed to fully capture the gains from the Single Market, the argument gained popularity under policy makers.

At the Hannover summit in June 1988, the European Council decided to establish a committee that should propose concrete stages leading to Economic and Monetary Union. The committee was chaired by Jacques Delors. A year later the committee presented its report. Although it did not offer a specified timetable, the committee proposed a gradual process towards EMU, eventually leading to monetary union, but stressed that the timing of each stage required a political decision. In the final stage, there would be a single currency under a new central bank’s authority. Although not strictly necessary for the creation of monetary union, the Delors Committee argued in favour of a single currency as this would demonstrate the irreversibility of the union. The countries participating were not only supposed to have a common currency but would also co-ordinate their economic policies, notably fiscal policy. That is why the system is called Economic and Monetary Union.3

Subsequent negotiations eventually led to the adoption of the 1992 Treaty on European Union, signed in Maastricht where the leaders of the EU countries met to take a decision on EMU. The negotiations were difficult as the United Kingdom had strong reservations about moving towards an
EU-wide currency union. The compromise that was reached was to give the UK a so-called ‘opt-out clause’, i.e., even if the UK meets the convergence criteria for entering the euro area as stipulated in the Maastricht Treaty, it is up to the UK government to decide about entry.

Many of the suggestions of the Delors Committee found their way into the Treaty, including a three-stages approach (see Figure 2.1). As suggested in the Delors Report, the first stage of EMU started on 1 July 1990 with the liberalisation of capital controls (see section 2.4 for further details).

<table>
<thead>
<tr>
<th>Stage</th>
<th>Date</th>
<th>Events</th>
</tr>
</thead>
<tbody>
<tr>
<td>ONE</td>
<td>1 July 1990</td>
<td>Complete freedom for capital transactions</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Increased co-operation between central banks</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Free use of the ECU (European Currency Unit, forerunner of the €)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Improvement of economic convergence</td>
</tr>
<tr>
<td>TWO</td>
<td>1 January 1994</td>
<td>Establishment of the European Monetary Institute (EMI)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Ban on the granting of central bank credit to the public sector</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Increased co-ordination of monetary policies</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Strengthening of economic convergence</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Process leading to the independence of the national central banks.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>to be completed at the latest by the date of establishment of the</td>
</tr>
<tr>
<td></td>
<td></td>
<td>European system of central banks</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Preparatory work for stage three</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>STAGE THREE</th>
<th>1 January 1999</th>
<th>Events</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Irrevocable fixing of conversion rates</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Introduction of the euro</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Conduct of the single monetary policy by</td>
</tr>
<tr>
<td></td>
<td></td>
<td>the European system of central banks</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Entry into effect of the intra-EU exchange</td>
</tr>
<tr>
<td></td>
<td></td>
<td>rate mechanism (ERM II)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Entry into force of the stability and growth</td>
</tr>
<tr>
<td></td>
<td></td>
<td>pact</td>
</tr>
</tbody>
</table>

**Figure 2.1** The three stages leading to EMU

*Source: ECB*
However, ratification of the Treaty turned out to be difficult. Denmark rejected the Maastricht Treaty at a referendum in June 1992. The rejection, with a slight majority, came as a huge shock. In France, where the Maastricht Treaty was put to a referendum after the Danes initially had said no, the majority in favour was a wafer-thin 51 per cent. Ratification was tortuous and contentious in some other countries too.

Perspectives for EMU became dim when serious currency crises occurred in 1992/1993 that forced governments to broaden the ERM fluctuation band to plus and minus 15 per cent. Many sceptics asked what hope there could be for a monetary union among countries unable to keep national currencies aligned. Sometimes EMU was perceived as an ambitious project that would never fly, just like the emu, the large Australian bird. For instance, the then prime minister of the UK, John Major, wrote in *The Economist* that continuing ‘to recite the mantra of full economic and monetary union . . . will have all the quaintness of a rain dance and about the same potency’. Although the currency crises for some time led to lingering doubts, with the start of the second stage of EMU on 1 January 1994 it became clear that EMU was becoming more and more likely.

At the beginning of 1998, the European Council decided that 11 of the then 15 EU Member States could join the currency union. This decision was based on the so-called convergence criteria as outlined in the Maastricht Treaty that refer to inflation, long-term interest rates, exchange rate stability, and the public deficit and debt-to-GDP ratios.

On 1 January 1999 Europe entered a new era with the adoption of a single currency – the euro – by 11 Member States of the EU. Greece joined the euro area in 2001 and Slovenia in 2007, while Cyprus and Malta introduced the euro in 2008 and Slovakia in 2009. It was the first time that countries of anything like this number, size, or global economic weight had gathered together on a voluntary basis to share a currency and to pool their monetary sovereignty.

With the start of EMU, participating countries no longer had their own monetary sovereignty. As of 1 January 1999, monetary policy in the euro area was delegated to the ECB. The *Governing Council of the ECB* is responsible for taking monetary policy decisions. This Council consists of the Executive Board of the ECB – made up of the president, the vice-president, and four other members – and the central-bank governors from the countries in the euro area. *Box 2.4* explains the decision-making procedures of the ECB’s Governing Council. Together with National Central Banks (NCBs), the ECB is part of the European System of Central Banks. While the ECB is responsible for policy decisions, NCBs play a role in implementing monetary policy. The
Under the Maastricht Treaty, the ECB Governing Council takes monetary policy decisions by a simple majority of the votes cast by the members who are present in person. Each member has one vote. The principle of ‘one member, one vote’ reflects that all the members of the Governing Council, including the governors of the NCBs, are appointed in their personal capacity and not as representatives of their Member States. At some point in time, the new EU Member States will join the euro area. Furthermore, three ‘old’ EU Member States that are currently not members of the euro area – the United Kingdom, Sweden (that does not meet the convergence criteria), and Denmark – could decide to adopt the euro. So membership in the Eurosystem might increase to 27. The size of the ECB Governing Council could therefore increase to 33, making it by far the largest monetary policy-making institution among OECD countries. Due to this increase in membership, discussion and voting procedures would likely become more time-consuming and complicated.

The Treaty of Nice therefore called for a revision of the decision-making procedures for the ECB. It contained a so-called enabling clause which, in essence, enabled the Council to amend Article 10.2 of the ECB Statute on a recommendation from either the ECB or the Commission. In December 2002, the Governing Council of the ECB adopted a proposal for reform of the ECB after enlargement of the monetary union. This proposal was adopted by the Council. Under the new rules, there is a limit of 15 NCB governors exercising a voting right, although all members of the Governing Council (with and without voting rights) may participate in the policy meetings.

If the euro area increases to more than 15 countries, there will be two groups with rotating voting rights. The first group will consist of the 5 governors of the Member States that occupy the highest positions in the country rankings on the basis of a so-called composite indicator of ‘representativeness’. They share 4 voting rights. The second group will consist of all other governors, who will share 11 voting rights. The principal component of the ‘representativeness’ indicator will be the Member State’s GDP. The second component will be the total assets of the aggregated balance sheet of monetary financial institutions (TABS-MFI) within the territory of the Member State concerned. The relative weights of the two components are 5/6 for GDP and 1/6 for TABS-MFI.

Once there are 22 euro-area members, there will be three groups with rotation. The allocation of central banks to the groups will be based on a ranking according to the composite indicator. The rotation scheme is as follows. The first group, which will have 4 votes, will be composed of the 5 central bank governors from the euro-area Member States which occupy the highest positions (the ‘big five’). The second group, with 8 voting rights, will consist of half of all national central bank governors selected from the subsequent positions in the ranking. The third group will be composed of the remaining governors. They will share 3 voting rights.
central banks of the EU Member States that do not participate in the euro area are members of the ESCB but they do not take part in the decision making on the single monetary policy for the euro area and the implementation of such decisions.

The ECB’s primary objective as laid down in the Maastricht Treaty is price stability. The ECB has announced its interpretation of price stability (maintaining inflation in the euro area below but close to 2 per cent in the medium term) and has developed a monetary-policy strategy to accomplish this objective (see De Haan et al., 2005 for further details). Although the primary objective is to maintain price stability, there are explicit references in the Treaty to financial regulation and supervision. For instance, the Treaty states that the ESCB has to promote the smooth operations of payment systems. According to Article 105 (5), the ESCB shall contribute to the smooth conduct of policies pursued by the competent authorities relating to the prudential supervision of credit institutions and the stability of the financial system. Similarly, Article 105 (6) of the Treaty states that the Council may confer upon the ECB specific tasks concerning policies relating to the prudential supervision of credit institutions and other financial institutions with the exception of insurance undertakings. However, the Treaty is explicit on the principle of decentralisation and allocation of regulatory and supervisory powers to national central banks. Only in very special circumstances, and with unanimity in the European Council, will the ECB be allowed to regulate and supervise financial institutions.


2.4 Financial integration

The Treaty of Rome of 1957 identified the ‘creation of a unified economic area with a common market’ as a task of the Community. As for the creation of a single market for financial services, policy primarily focused on the banking system in the first decades. The first step towards harmonisation of prudential standards for supervision of banks was set with the First Banking Directive (77/780/EEC). This directive required full harmonisation of relevant banking standards, such as solvency, liquidity, and internal controls. But the national approaches to basic prudential standards, including capital requirements, continued to diverge. Major subsequent steps were taken under the Internal Market Programme and the Financial Services Action Plan.

The Internal Market

As pointed out in section 2.1, in the second half of the 1980s completion of the internal market was high on the agenda of European policymakers. In the context of banking, the European Commission called for a single banking licence and home-country control. Accordingly, the Second Banking Directive (89/646/EEC) determines that a credit institution that is authorised in any EU Member State is allowed to establish branches or supply cross-border financial services in the other EU Member States. Such a single banking licence is necessary and sufficient for cross-border provision of banking services and the establishment of branches in other Member States. The single banking licence has therefore significantly contributed to stimulating cross-border banking in Europe. However, the main limitation of the Second Banking Directive is that the single licence does not extend to subsidiaries in host Member States. This is unfortunate, as the process of cross-border European banking more often takes place via subsidiaries, especially when the cross-border operations involve major banking operations (see chapter 7).

Importantly, the Second Banking Directive also introduced the principle of home-country control in supervision of branches with few limited exceptions, notably the supervision of branch liquidity. The authorities in the home country are responsible for supervision on solvency that extends to the bank itself, its foreign and national subsidiaries, which have to be consolidated for supervisory purposes, and its foreign branches. The authorities in the host state retain the right to regulate a foreign bank’s activities in that state only to the extent that such regulation is necessary for the protection of ‘public
interest’. Also in emergency situations, the host-country supervisor may take precautionary measures necessary to protect depositors, investors, and others to whom services are provided (Dermine, 2006).

The European legal framework incorporates the international banking standards of the Basel Committee on Banking Supervision (see Box 2.5). An important element in banking supervision are the so-called capital adequacy requirements, i.e., regulations on the minimum amount of capital that banks have to provide for. The Solvency and Own Funds Directives (89/647/EEC and 89/299/EEC) that laid down the solvency rules for banks were based on the 1988 Basel Capital Accord (see Box 2.5).

An important principle underlying European financial integration is minimum harmonisation. Instead of fully harmonising rules, a common minimum is defined that Member States have to implement. However, they are free to

---

**Box 2.5 Basel Committee on Banking Supervision**

The Basel Committee on Banking Supervision provides a forum for regular cooperation on banking supervisory matters. Its objective is to enhance understanding of key supervisory issues and improve the quality of banking supervision worldwide. It seeks to do so by exchanging information on national supervisory issues, approaches, and techniques, with a view to promoting common understanding. At times, the Committee develops guidelines and supervisory standards in areas where they are considered desirable. Examples include Standards on Capital Adequacy (Basel I and Basel II; see below), the Core Principles for Effective Banking Supervision, and the Concordat on cross-border banking supervision.

The Committee’s members come from Belgium, Canada, France, Germany, Italy, Japan, Luxembourg, the Netherlands, Spain, Sweden, Switzerland, the United Kingdom, and the United States. Countries are represented by their central bank and also by the authority with formal responsibility for the prudential supervision of banking business where this is not the central bank. At the time of writing the Chairman of the Committee is Nout Wellink, President of the Netherlands Bank. The Committee’s Secretariat is located at the Bank for International Settlements in Basel, Switzerland.

One of the issues that the committee frequently discusses is minimum capital requirements for banks. In 2004, an agreement was reached, generally referred to as the Basel II Accord. It uses a three-pillars concept: (1) minimum capital requirements, (2) supervisory review, and (3) market discipline. Its predecessor, the Basel I accord of 1988, dealt with only parts of each of these pillars. Basel II seeks to improve on the existing rules by aligning regulatory capital requirements more closely to the underlying risks that banks face (see chapter 10 for an in-depth discussion of the Basel II framework).
move beyond this minimum. A good example of this approach is the Directive on Deposit Guarantee Schemes (94/19/EEC) that was accepted by the Council in 1994. This directive provides for mandatory coverage per depositor with a minimum of €20,000. The directive does not deal with funding, so that the financing has to be arranged at the national level (e.g., ex-ante or ex-post funding). Deposits of a branch are covered by the deposit-insurance system of the home country. All EU countries have now adopted an explicit deposit-insurance scheme with compulsory participation, but the minimum coverage limit currently falls short in some of the new EU Member States that are under transitional arrangements following their recent accession. However, practical arrangements with respect to coverage limits, funding, and coinsurance differ substantially across EU Member States. While the coverage limit in some of the new Member States is below the EU minimum, the UK deposit insurance scheme covers up to £35,000 and Italy has the highest coverage limit, at €103,000 (Wajid et al., 2007).

So far, this section has discussed banking integration under the internal market programme. Similar developments have taken place in the fields of insurance and securities. The Third Insurance Directives (92/49/EEC and 92/96/EEC) and the Investment Services Directive (93/22/EEC) also adopted the principles of a single licence, home-country control, and minimum harmonisation of standards.

Another important milestone for European financial integration was the Directive on Liberalisation of Capital Flows (88/361/EEC). Starting from 1 July 1990 – i.e., the start of the first phase of EMU – capital controls were, as a rule, no longer allowed. Only in the case of large, speculative movements could the European Commission authorise capital controls.

The Financial Services Action Plan

The European Council of Cardiff in 1998 underlined the importance of financial market integration as a political priority. In reaction, the European Commission published a Communication entitled ‘Financial Services: Building a Framework for Action’ which set out a series of measures to strengthen integration. This document recognised the crucial role of financial services in the EU’s economy, and aimed to complement the introduction of the euro by creating the right conditions for the financial sector to strengthen integration. The overall objective was to create deeper and more liquid capital markets and remove remaining barriers to cross-border provision of financial services. Financial integration was not perceived as a goal in itself but rather as
a means to deliver economic growth. The Communication was discussed at
the European Council meeting in 1998 in Vienna, whereupon the Council
called for a ‘concrete and urgent working programme’. This resulted in May
1999 in the launch of the Financial Services Action Plan by the European
Commission. The purpose of the FSAP, endorsed by the European Council in
March 2000, is to remove regulatory and market barriers that limit the cross-
border provision of financial services and the free flow of capital within the
EU, and to create a level playing field among market participants. It consists of
a set of 42 measures to fill gaps and remove remaining barriers to provide a
legal and regulatory environment that supports the integration of financial
markets across the EU.

The FSAP has four objectives (see Figure 2.2). The first objective is a single
EU wholesale market. The Markets in Financial Instruments Directive
(MiFID, 2004/39/EC) is, to a large extent, the cornerstone of the FSAP. This
directive provides securities firms with an updated EU passport, allowing
them to offer a range of financial services across Member States on a ‘home-
country control’ basis (Haas, 2005). Under the passport principle, a firm
licensed to provide financial services in its home country has the right to
provide these same services throughout the EU, without the need for an
additional licence. MiFID applies the passport to a broader range of financial
instruments and significantly extends the list of financial services that can
be ‘passported’ across European countries. A major innovation is the intro-
duction of new trading venues. While the Investment Services Directives
(ISD) restricted securities trading to regulated markets (i.e., stock exchanges),
MiFID also allows trading on multilateral trading facilities (MTFs), i.e.,
systems that bring together multiple parties (e.g., retail investors or other
investment firms) that are interested in buying and selling financial instru-
ments and enable them to do so. MiFID also facilitates in-house matching
(i.e., matching a buyer and a seller within the same firm). Under certain
conditions regarding pre-trade transparency and best execution, banks
are allowed to ‘match’ customer trades internally. MTFs and in-house
matching are expected to be major competitors of the more traditional
exchanges.

The objective of MiFID is to foster the emergence of a single, more
competitive, cross-border securities market across the EU. The directive
promotes, and often prescribes through detailed rules, European-wide legis-
lative harmonisation for key components of the provision of financial services
along the following central principles (Haas, 2007): increased competition, a
level playing field, increased market efficiency, and better investor protection.

The second objective of the FSAP is open and secure retail markets. The
Commission acknowledged that certain barriers prevented consumers and
suppliers from reaping the single-market benefits of increased choice and
competitive terms. In order to develop open and secure markets for retail
financial services the Commission therefore aimed to:

- promote enhanced information, transparency and security for cross-border
  provision of retail financial services;
- expedite speedy resolution of consumer disputes through effective extra-
  judicial procedures; and
- balance application of local consumer-protection rules.

Examples of FSAP-Directives in the domain of retail financial services include
the Distance Selling Directive and the Insurance Mediation Directive (see the
Appendix to this chapter).

The third objective of the FSAP is state-of-the-art prudential rules and
supervision. The Capital Requirements Directive (CRD), comprising Directive
2006/48/EC and Directive 2006/49/EC, lay down these new capital-adequacy
rules for banks and is based on the 2004 Basel II Capital Accord (see
Box 2.5). Under these directives investment firms and credit institutions
are allowed to use internal models for risk management to calculate their
capital requirement.

Capital-requirements rules stipulate the minimum amounts of own finan-
cial resources that credit institutions and investment firms must have in order
to cover the risks to which they are exposed. The aim is to ensure the financial
soundness of these institutions – in particular to ensure that they can weather
difficult periods, thereby protecting depositors and clients, and fostering
the stability of the financial system. Under the CRD, capital requirements
will be more comprehensive than in the past. In particular they will cover the
so-called ‘operational risk’, which is the risk of loss from inadequate or failed
internal processes, people, or systems, or from external events. The CRD
introduces capital requirements to ensure that institutions are resilient to
such risks.
The final objective of the FSAP is related to wider conditions for an optimal single financial market, e.g. addressing disparities in tax treatment and creating an efficient and transparent legal system for corporate governance.

In 2004, the European Commission concluded that the Financial Services Action Plan was delivered on time, with 40 out of 42 measures being adopted before the 2005 deadline (see the Appendix for various examples). These include a directive on the reorganisation and winding up of credit institutions, a regulation on the application of international accounting standards, a directive on European Company Statute, and a directive on the taxation of savings income in the form of interest payments.

In December 2005, the European Commission published a White Paper on financial services policy over the period 2005–2010, which focuses on implementing existing rules and enforcing co-operation rather than proposing new laws. The focus of the White Paper is on:

- consolidation of existing legislation, with few new initiatives;
- ensuring the effective transposition of European rules into national regulation and more rigorous enforcement by supervisory authorities;
- continuous ex-post evaluation whereby the Commission will monitor carefully the application of these rules in practice and their impact on the European financial sector.

The European Commission has indicated again and again that the new strategy has a strong focus on delivering the benefits of European integration and on getting things done correctly. Instead of proposing new legislative measures there is a strong focus on market-led initiatives. There are nevertheless a number of targeted areas where the Commission will propose new initiatives. For example, in order to complete unfinished business, the Commission in 2007 proposed new capital and supervisory rules for insurers and re-insurers, also known as ‘Solvency II’ (see the Appendix). Moreover, while significant progress has been achieved to integrate wholesale markets, financial services offered to consumers remain deeply fragmented. That is why the Commission has announced new initiatives to improve competitiveness of retail financial services and increase consumers’ access to them. Among other things, the Commission proposed initiatives in the domain of mortgages, bank account mobility, product tying, and consumer education.

Finally, the European Central Bank and the European Commission aim to achieve a Single Euro Payment Area (SEPA) by 2010. The vision for the SEPA is that all euro-area payments should become domestic and reach a level of safety and efficiency at least on a par with the best-performing national payment system. The Commission has contributed to SEPA by providing a
coherent legal framework for cross-border payments by means of the Payment Services Directive (PSD) (see chapter 5).

**Lamfalussy process**

Under the FSAP a new approach was introduced – the so-called Lamfalussy framework – for the development and adoption of EU financial services legislation. Its objective is to speed up the legislative process, deliver more uniform and better technical regulation, and facilitate supervisory convergence. The Lamfalussy framework was proposed in 2001 by the Committee of Wise Men on the Regulation of European Securities Markets, chaired by Alexandre Lamfalussy. The European Council endorsed the approach at its 2001 Stockholm Summit. The Lamfalussy approach was originally applied to the securities markets only, but it was extended to the banking and insurance sectors in 2005.

Under the Lamfalussy framework, financial regulation is passed at two levels (see Figure 2.3). At level 1, the basic principles and implementing powers are laid down in directives and regulations co-decided by the Council and the European Parliament on the basis of Commission proposals.
At level 2, implementing measures (containing technical details) for level 1 legislation are adopted. They are to ensure that the EU regulatory framework keeps up with market developments. This is done by the European Commission, after the vote of a relevant committee (the level 2 committees). At level 3, the committees consisting of the representatives of national supervisory authorities (the level 3 committees) advise the Commission on level 2 measures. Another aim of the supervisory committees is to contribute to consistent and convergent implementation of EU directives by securing more effective co-operation between national supervisors and the convergence of supervisory practices. To date, the level 3 committees have put major efforts into performing their tasks concerning supervisory convergence. Finally, at level 4 the European Commission enforces the timely and correct transposition of EU legislation into national law.

2.5 Conclusions

The EU has its origins in the European Coal and Steel Community, formed by six European countries in 1951. Since then, the EU has grown in size through the accession of new Member States, while it has also increased its powers by the addition of new policy areas to its remit. At the time of writing, the European Union consists of 27 Member States and has supranational and intergovernmental forms of co-operation.

Legislation has been the main mechanism for fostering economic integration. Treaties are the milestones in the integration process. An example is the Maastricht Treaty establishing the European Central Bank. Within the broader framework of these treaties, legislative measures are proposed by the European Commission and adopted by the Council and the European Parliament. These legislative measures include regulations, which apply directly in each Member State, and directives, which need to be incorporated in the national law of each Member State. While regulations ensure a uniform regulatory framework throughout the EU, the implementation of directives by Member States leaves scope for differences.

Monetary integration is characterised by two major steps. In 1979, the European Monetary System was introduced. A key element of the EMS was the Exchange Rate Mechanism, within which the currencies of participating countries were supposed to fluctuate within a band of plus and minus 2.25 per cent. In the early 1990s, the EMS was strained by the differing economic policies and conditions of its members and the band of fluctuation was
subsequently widened to plus and minus 15 per cent. In 1999, the European Central Bank took over responsibility for monetary policy making and a common currency, the euro, was introduced in 11 of the 15 EU Member States.

Financial integration is a more gradual process. In 1992, the EU created an internal market by a system of laws which apply in all Member States, guaranteeing the freedom of movement of people, goods, services, and capital. In the area of financial services, the internal market introduced a single licence and home-country control for financial institutions. With a licence from the home country, financial institutions can expand throughout the EU. To strengthen financial integration further, the Commission launched the Financial Services Action Plan in 1999 with the purpose of removing any remaining barriers that limit the cross-border provision of financial services. The FSAP measures are complemented by a system of supervisory committees to enhance convergence of supervisory standards and practices across the EU. Financial supervision is the responsibility of national supervisory agencies. It is important not only to have common rules but also to apply these rules in a similar way to achieve financial integration. Only then can a level playing field between countries be achieved.

Appendix: Examples of FSAP in action

Objective: a single EU wholesale market

European Company Statute (2157/2001/EC)
The European Company Statute aims to provide for the formation of a type of company (‘Societas Europaea’ or ‘SE’) that can operate on an EU-wide basis and be governed by a single law directly applicable in all Member States. This new form of company is available to commercial bodies with operations in more than one Member State; its use will be entirely voluntary. The corporate form that emerged from the Statute is an EU public limited-liability company, registered in one Member State, with capital divided into shares and having legal personality.

International Accounting Standards (1606/2002/EC)
International Accounting Standards (IAS) – now referred to as International Financial Reporting Standards (IFRS) – aim to provide a single set of high-quality and comparable global accounting standards. The standards are issued by the International Accounting Standards Board (IASB), which co-operates with national accounting standard setters to achieve convergence.
in accounting standards around the world. Although the IASB has no formal authority to require compliance with its standards, EU Member States agreed in July 2002 that all publicly traded companies in the EU must prepare their consolidated accounts on the basis of IFRS, as adopted for use in the EU.

**Market Abuse Directive (2003/6/EC)**
This directive aims to ensure the integrity of financial markets in the EU, to establish and implement common standards against market abuse throughout the EU, and to enhance investor confidence in these markets. It introduces a comprehensive EU-wide market-abuse regime, harmonising rules on the prevention of insider dealing and market manipulation in securities markets. The directive defines a common, EU-wide approach to areas such as the standards of care to be observed and the disclosures to be made by those producing and disseminating research; safe-harbour provisions concerning share buy-backs and stabilisation; guidelines for determining accepted market practices; insider information on commodity derivative markets; the maintenance of lists of those who have access to inside information by issuers; and the obligation for persons arranging transactions professionally to report suspicious transactions.

This directive aims to enable corporate issuers to raise finance on competitive terms on an EU-wide basis and to provide investors and intermediaries with access to all markets from a single point of entry. It sets out the initial information and disclosure obligations for issues of securities that are offered to the public or are admitted to trading on a regulated market in the EU.

This directive replaces the Investment Services Directive (93/22/EEC), regulating the authorisation, behaviour, and conduct of business of securities firms and markets. The directive aims to provide for an integrated securities market in the EU and for the effective cross-border provision of investment services, whilst enhancing the protection of investors and market integrity.

**Objective: open and secure retail markets**

**Distance Marketing Directive (2002/65/EC)**
This directive aims to protect retail customers who deal with a financial services firm or acquire a financial product through the exclusive use of
distance means such as telephone, Internet, fax or post. It ensures that retail customers are given minimum specified information about financial services or products before contracting and have the right to cancel some types of contracts after entering into them.


This directive aims to improve choice and reinforce protection for customers whilst helping insurance intermediaries (like insurance brokers and banks) to market their services cross-border in the EU. The directive sets common minimum standards across the EU for the regulation of the sale and administration of insurance. It provides rights for an insurance intermediary established in one Member State to operate in another Member State.


This directive aims to clarify consumers’ rights and to simplify cross-border trade. Common rules and principles will give consumers the same protection against unfair practices and rogue traders whether they are buying from their corner shop or purchasing from a website based abroad. It also means that businesses will be able to advertise and market to all 480 million consumers in the EU, in the same way as to their domestic customers. The aim is thus to boost consumer confidence and give business a uniform and transparent EU-wide set of rules.

**Objective: state-of-the-art prudential rules and supervision**

**Conglomerates Directive (2002/87/EC)**

This directive aims to introduce an enhanced prudential regime for the supervision of financial conglomerates, which are groups with significant activities in the banking and/or investment sectors on the one hand, and the insurance sector on the other. It does this by setting out how to calculate capital-adequacy requirements for financial conglomerates to eliminate double-counting capital and excessive leveraging; requiring that financial conglomerates have enough capital to meet a binding capital-adequacy test; and requiring groups to have adequate systems and controls to monitor intragroup exposures and risk concentrations across sectors.


This directive aims to allow occupational pension funds to operate on an EU-wide basis. It provides a common framework across the EU for pension
schemes, relating to funding, regulation, and information to members, and allows institutions for occupational retirement provision established in one Member State to be sponsored by employers in other Member States.


This directive updates the existing capital adequacy rules for banks and investment firms. It provides a better alignment of regulatory capital to risk and creates incentives for better risk management. The directive adopts a three-pillar approach.


This draft directive – which was proposed after the FSAP to complete unfinished business – introduces more sophisticated solvency requirements for insurers, in order to guarantee that they have sufficient capital to withstand adverse events, such as floods, storms, or big car accidents. This will help to increase their financial soundness. Currently, EU solvency requirements cover insurance risks only, whereas in the future insurers would be required to hold capital against market risk, credit risk, and operational risk as well. The Solvency II proposal draws on the experiences from banking and follows the three-pillar approach of the Capital Requirements Directive.

**Objective: wider conditions for an optimal single financial market**


This directive aims to enable interest on savings received in one Member State, by individuals who are resident for tax purposes in another Member State, to be made subject to effective taxation in accordance with the laws of the latter Member State. It establishes automatic exchange of information as the way of combating cross-border tax evasion on savings income.

**Sources:** HM Treasury (2004) and European Commission

**NOTES**

1. The three communities were merged in 1967. Since then, one often referred to the European Communities, later to be changed in European Community. Since the Maastricht Treaty one generally refers to the European Union.
2. Sometimes a Commissioner is responsible for more than one DG.
3. So EMU does not mean European Monetary Union. Unfortunately, this is how the abbreviation is often explained, sometimes also in academic publications.

4. After Denmark attained a similar position to the UK, the Danes voted again about the Treaty in a second referendum in 1993, in which 57 per cent of the voters favoured ratification.
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Part II

Financial Markets
CHAPTER 3

European Financial Markets

OVERVIEW

This chapter starts off by reviewing the functions that financial markets perform. First, financial markets release information to aid the price-discovery process. Second, markets provide a platform to trade. The main trading mechanisms, i.e., quote-driven and order-driven markets, are discussed. Finally, markets provide an infrastructure to settle trades. The remainder of the chapter describes the main financial markets in the EU (the money market, bond markets, equity markets, and derivatives markets).

The euro money market is the market for euro-denominated short-term funds and related derivative instruments. It consists of various segments, including unsecured deposit contracts with various maturities, ranging from overnight to one year, and repurchase agreements (so-called repos, i.e., reverse transactions secured by securities) also ranging from overnight to one year. Credit institutions account for the largest share of the euro money market. The ECB has a major influence on the money market via its use of various monetary policy instruments (reserve requirements, standing facilities, and open-market operations). There are three main market interest rates for the money market: EONIA (euro overnight index average), EURIBOR (euro interbank offered rate), and EUREPO (the repo market reference rate for the euro).

The bulk of euro-denominated bonds (i.e., debt securities with a maturity of more than one year) is issued by euro-area issuers. Although the share of private-sector securities (corporate bonds) in all euro-denominated debt securities outstanding has risen, securities issued by public authorities (government bonds) still form the most important market segment. The introduction of the euro in 1999 created a pan-European capital market, making government-debt managers small to medium-sized
players in a larger European market, instead of being the dominant player in the national market. Although long-term interest rates have become more similar in the euro area, differentials vis-à-vis the German yield vary considerably across countries, while for each country the yield differential varies considerably over time. The issuance of so-called asset-backed securities has increased rapidly during the last decade.

The importance of equity finance in the EU is growing, although there are large differences across exchanges. The market capitalisation of Euronext and the London Stock Exchange (LSE) are much higher than those of other exchanges in the EU. Measured by trading activity, the LSE and Euronext together account for nearly 60 per cent of stock-market turnover in the EU. Despite the increase in equity finance, public equity markets play a limited role as a source of new funds for firms that raise external financing generally via bank loans or debt securities. Still, the number and value of initial public offerings (IPOs) grew spectacularly from the mid-1990s.

Finally, the chapter discusses derivatives, i.e., financial instruments whose value is derived from the value of something else. They can be based on different types of assets (such as equities or commodities), prices (such as interest rates or exchange rates), or indexes (such as a stock market index). They are traded on organised exchanges or over-the-counter (OTC). Derivatives can provide a source of income but are also important risk-management tools. The most important derivatives are futures, forwards, options, and swaps.

LEARNING OBJECTIVES

After you have studied this chapter, you should be able to:

- explain the purpose and structure of financial markets
- describe the essentials of the euro money market, including its functions and main interest rates
- explain how the monetary policy of the ECB affects the money market
- discuss the most important developments in the money market since the start of the monetary union
- discuss the most important developments in the bond markets since the start of the monetary union
- discuss the most important developments in the equity markets since the start of the monetary union
- describe the essentials of the derivatives markets.
3.1 Financial markets: functions and structure

Functions

A financial market is a market where individuals issue and trade securities. Securities are fungible, negotiable instruments representing financial value, and are broadly categorised in debt securities and equity securities. In financial markets, funds are channelled from those with a surplus, who buy securities, to those with a shortage, who issue new securities or sell existing securities (see chapter 1). A financial market can be seen as a set of arrangements that allows trading among its participants. The following functions are performed by a financial market depending on the phase of trading (Bailey, 2005):

- Price discovery: the market facilitates the dissemination of information. This enables participants who want to buy or sell to find out the prices at which trades can be agreed upon (pre-trading phase).
- Trading mechanism: the market provides a mechanism to facilitate the making of agreements. There must be a means by which those who want to sell can communicate with those who want to buy (trading phase).
- Clearing and settlement arrangements: the agreements are executed. The market must ensure that the terms of each agreement are honoured (post-trading phase).

Price discovery involves the incorporation of new information into asset prices (O’Hara, 2003). Securities represent a promise of future payments. The value of a security depends on expectations of the size and the risk of these future payments. New information can affect these expectations. In an efficient market, prices reflect all (publicly) available information. Markets also provide liquidity. Market liquidity refers to the matching of buyers and sellers (O’Hara, 2003). Liquidity is intertemporal in nature as buyers and sellers may enter the market at different points in time. The trading mechanism is the means of matching those buyers to sellers. Below we discuss the main trading mechanisms in more detail. Finally, clearing and settlement arrangements include: 1) confirmation of the terms of the transactions; 2) clearing of the trades to establish the obligations of buyers and sellers; 3) settlement of the accounts to finalise the delivery of securities against payment of money. These post-trading arrangements are discussed in chapter 5.

The functions of a market are performed by its participants (Bailey, 2005). The participants in financial markets can be classified into various groups, according to their motive for trading:
1. Public investors, who ultimately own the securities and who are motivated by the returns from holding the securities. Public investors include private individuals and institutional investors, such as pension funds and mutual funds.

2. **Brokers**, who act as agents for public investors and who are motivated by the remuneration received (typically in the form of commission fees) for the services they provide. Brokers thus trade for others and not on their own account.

3. **Dealers**, who do trade on their own account but whose primary motive is to profit from trading rather than from holding securities. Typically, dealers obtain their return from the differences between the prices at which they buy and sell the security over short intervals of time.

In practice the three groups are not mutually exclusive. Some public investors may occasionally act on behalf of others; brokers may act as dealers and hold securities on their own, while dealers often hold securities in excess of the inventories needed to facilitate their trading activities. The role of these three groups differs according to the trading mechanism adopted by a financial market.

Another important group of firms active on financial markets are the credit rating agencies (CRAs) that assess the credit risk of borrowers (see Box 3.1).

---

**Trading mechanisms**

Financial markets use a trading mechanism for matching buyers to sellers. As the trading mechanism is a defining characteristic, financial markets are often classified by their trading mechanism (Harris, 2003). The two main types are quote-driven markets and order-driven markets, while hybrid markets use some combination of the two.

**Quote-driven markets**

In *quote-driven markets* (also known as dealer markets), dealers quote *bid* and *ask prices* at which they are prepared to buy or sell, respectively, specified amounts of the security (Bailey, 2005). Quote-driven markets require little formal organisation, but need mechanisms for publishing the dealers’ price quotations and for regulating the conduct of dealers. Stock exchanges normally grant dealers (or market makers) privileged access to certain administrative procedures or market information. In return for these privileges, dealers have particular obligations, most importantly to quote ‘firm’ bid and
Box 3.1 Credit rating agencies

Credit rating agencies, such as Fitch, Moody’s, and Standard & Poor’s, assess the credit risks of borrowers (governments, financial, and non-financial firms). Their ratings are expressed on a scale of letters and figures. The Standard & Poor’s rating scale is, for example, as follows: AAA (highest rating), AA, A, BBB, BB, B, CCC, CC, C, D (lowest rating). The agencies are paid by the issuers of these instruments to publish a rating. Ratings play an important role in financial markets as investors use them to evaluate the credit risks of financial instruments. The assessment of these instruments requires specific knowledge and is highly time-consuming, making it attractive for individual investors to rely on the ratings of the credit rating agencies. The ratings also have an important influence on the interest rate that borrowers have to pay. A downgrading generally leads quickly to higher interest rates on loans. It should be stressed, however, that a rating refers only to the credit risk; other risks, like market or liquidity risk, are not covered.

The financial crisis of 2007/2008 gave rise to calls for more regulation and overall improvements in the rating process. According to the Financial Stability Forum2 (2008), poor credit assessments of complex structured credit products (such as asset-backed securities and collateralised debt obligations) by CRAs contributed to both the build-up and the unfolding of the financial crisis. CRAs assigned high ratings to complex structured sub-prime debt based on inadequate historical data and in some cases flawed models. Moreover, once the problems in the sub-prime market came to light, CRAs responded with a considerable time lag, i.e., ratings were not immediately downgraded. In response to this the FSF issued the following recommendations:

- CRAs should improve the quality of the rating process and manage conflicts of interest related to the issuer-pays model. Although the latter is an issue for the rating process in general, the Committee of European Securities Regulators (CESR, 2008) stresses that the nature of structured credit means that issuers can bring repeat business to the CRAs. This feature might drive CRAs to favour business volume instead of rigour and independence and hence to ‘overrate’ transactions in order to maintain a profitable flow of business.
- CRAs should differentiate ratings on complex structured credit products from those on ‘regular’ bonds as these ratings have different risk properties. Next to this, CRAs should expand the initial and ongoing information provided on risk characteristics of structured products.
- CRAs should enhance their review of the quality of the data received from issuers and of the due diligence performed on underlying assets by all parties involved.

The turbulence in financial markets showed that some investors had relied too heavily on ratings and in some cases had fully substituted ratings for independent assessments and due diligence (while ratings do not cover the full range of risks that investors face). The FSF (2008) therefore stressed that investors should address their over-reliance on ratings.
ask prices at which they guarantee to make trades of up to specified volumes. Anyone who wants to trade in a quote-driven market must trade with a dealer. Either the investors negotiate with the dealers themselves or their brokers negotiate with the dealers.

When a security is traded, the buyer pays the ask price, $p_a$, and the seller receives the bid price, $p_b$. The difference is the bid–ask spread: $s = p_a - p_b$ received by the dealer. The dealer typically holds an inventory of securities during the day to be able to sell (and buy) immediately. From his return (i.e., the bid–ask spread), the dealer has to cover the costs of holding his inventory (e.g., interest costs of financing the securities inventory) and the risks (e.g., prices may move while the securities are in the inventory). While bid and ask prices are published, dealers may negotiate special prices for large transactions. The spread could be broader for particularly large transactions (i.e., block trades) to cover the price risk of such block trades before the dealer can sell on (or buy) the bought (sold) securities to (from) other dealers in the market.

**Order-driven markets**

In order-driven markets (also known as auction markets), participants issue orders to buy or sell at stated prices, which can be modelled as ‘double auctions’. Participants issue instructions that specific actions should be taken in response to the arrival of publicly verifiable price observations. The price is then adjusted by an ‘auctioneer’ until the total orders to buy equal the total orders to sell (Bailey, 2005). There are different forms of order-driven markets. In call markets, the price is determined at a limited number of specified times. In that way, orders can be collected and the auction takes place at the specified time. This type of auction is widely used for new issues of government debt (see section 3.3) and initial public offerings of equity (see section 3.4). The call-market mechanism has disappeared in secondary markets for bonds and equity and has been replaced by continuous trading systems.

In continuous auction markets, public investors send their instructions (‘orders’) to buy or sell to brokers. There are different sorts of order. The most well-known are the limit order, which specifies purchase or sale at maximum buying prices or minimum selling prices, respectively, and the market order, which specifies purchase or sale at the best available price. The outstanding limit-orders are generally listed in a limit-order book. The existence of a limit-order book implies automatic trade matching, though in practice some element of discretion remains (e.g., in setting the priority of orders). Order-driven markets are highly formalised as the auction rules for matching trades have to be specified in great detail to ensure an orderly and fair trading process.
Hybrid markets

Trading mechanisms are often compared with respect to transparency and liquidity (Bailey, 2005). In terms of fundamental principles, quote-driven markets and order-driven markets should result in the same market prices if all trades are made public. But in practice quote-driven markets tend to be more fragmented. Dealers quote different bid and ask prices, and deals that have been executed are not necessarily public information or may be published with some delay (to allow dealers some time to off-load large trades in the market). Thus, order-driven markets tend to be more transparent than quote-driven markets.

Liquidity does not depend only on the trading mechanism. In a call market, investors must wait until the next price fixing takes place. By contrast, they can trade immediately in continuous order-driven markets. The price, however, depends on the availability of sufficient orders (liquidity) on the other side of the market. Investors may therefore sometimes prefer the opportunity to negotiate individual agreements with dealers in quote-driven markets. Also, quote-driven markets may allow a delay of publication so that deals can be kept secret, if only for a limited time.

In practice, we observe hybrid markets, which combine characteristics of quote-driven and order-driven markets. Advances in IT have spurred the development of order-driven markets, in particular for equity trading. The combination of smart trading rules (software) with fast computers (hardware) allows an almost instantaneous matching of orders. Euronext, for example, applies an order-driven trading mechanism with a centralised electronic order book. Nevertheless, Euronext also enables small and medium-sized listed companies to hire a designated market maker to act as 'liquidity provider' in their stock. Similarly, the London Stock Exchange’s premier electronic trading system (SETS) combines electronic order-driven trading with liquidity provision by market makers. While stock exchanges are becoming more order-driven, bond markets tend to be more quote-driven (making use of dealers). Sections 3.3 and 3.4 discuss the main bond markets and stock exchanges in more detail.

Overview of financial markets

The principal financial markets that we discuss in the remainder of the chapter are:

- the money market – this is the market for short-term funds up to one year. In particular, banks use the money market for the management of their short-term liquidity positions;
the bond markets – these are the most important segment of the market for debt securities with a maturity of more than one year. Governments and firms issue bonds to raise medium- and long-term debt against a fixed or flexible interest rate;

- the equity markets – firms may raise funds by issuing equity that grants the investor a residual claim on the company’s income;

- the derivatives market – derivatives are financial instruments whose value is derived from the value of something else. Derivatives are important risk-management tools.

Figures 3.1 and 3.2 compare the size of the main funding markets, the equity and bond markets, in the EU and the US. These figures demonstrate the fundamental difference between the financial systems of the EU and the US (see also chapter 1). The US financial system is primarily market-based. The annual turnover on US equity markets in 2006 (€27 trillion) was twice that of EU equity markets (€14 trillion), which confirms that the US markets are deeper and more liquid than the EU markets. Nevertheless, the importance of equity finance is growing in the EU. The equity market capitalisation increased from €10 trillion in 1999 to €12 trillion in 2006.

At the time of the introduction of the euro, the EU bond market amounted to €9 trillion compared with €15 trillion in the US (see Figure 3.2). The EU
bond market has experienced spectacular growth since then so that the EU and US bond markets have become similar in size, with the outstanding value of bonds equal to €20 trillion in 2007.

3.2 Money market

In a broad sense, the money market consists of the market for short-term funds, usually with maturity up to one year. The ‘euro money market’ is the market for euro-denominated short-term funds and related derivative instruments (i.e., contracts, such as options and futures, whose value is derived from the value of the underlying instrument). Credit institutions (i.e., banks) account for the largest share of the euro money market. As will be explained below, these institutions rely on the euro money market for the management of their short-term liquidity positions and for the fulfilment of their minimum reserve requirements. Other important market participants are money-market funds, other financial intermediaries (such as investment funds other than money-market funds), insurance companies and pension funds, as well as large non-financial corporations (ECB, 2008a).
The most important money-market segments are the unsecured deposit markets (with various maturities, ranging from overnight to one year) and the secured repo markets (often called repos) with maturities also ranging from overnight to one year. A repurchase agreement is an arrangement whereby an asset is sold while the seller simultaneously obtains the right and obligation to repurchase it at a specific price on a future date or on demand. Such an agreement is similar to collateralised borrowing of cash (ECB, 2008b). The most important difference between the secured and the unsecured segments is the amount of risk involved. When providing unsecured interbank deposits, a bank transfers funds to another bank for a specified period of time during which it assumes full counterparty credit risk. In the secured repo markets, this counterparty credit risk is mitigated as the bank that provides liquidity receives collateral (e.g., bonds) in return. In the event of a credit default, the liquidity-providing bank can utilise the collateral received to satisfy its claim against the defaulting bank. Because of this lower credit risk, secured repo rates are usually somewhat lower than unsecured deposit rates (ECB, 2008a).

Apart from transactions with the central bank, money-market participants trade with each other to take positions in relation to their short-term interest rate expectations, to finance their securities trading portfolios (bonds, shares, etc.), to hedge their more long-term positions with more short-term contracts, and to square individual liquidity imbalances (Hartmann et al., 2001).

As the euro money market is strongly influenced by monetary policy, some details of the policy instruments of the ECB will first be outlined.

**Monetary policy instruments**

In addition to decisions concerning interest rates (see below), the ECB influences the euro money market through three monetary policy instruments:

- reserve requirements
- open-market operations
- standing facilities.

The ECB requires credit institutions to hold required reserves. All credit institutions established in the euro area have to keep 2 per cent of the total amount of overnight deposits, other deposits with maturity below two years, debt securities with maturity below two years, and money-market paper (excluding interbank liabilities) at reserve accounts with their national central banks. Reserve requirements have to be fulfilled on average over a one-month maintenance period (averaging).
The minimum-reserve system helps to stabilise money-market interest rates by the *averaging provision*, i.e., credit institutions’ compliance with reserve requirements is judged on the basis of the average of the daily balances on their reserve accounts over a reserve maintenance period. As a consequence, credit institutions can smooth out daily liquidity fluctuations since transitory reserve imbalances can be offset by opposite reserve imbalances within the same maintenance period. The averaging provision also implies that if institutions believe that money-market rates are currently higher than in the remainder of the maintenance period, they can profit from lending in the market and run a reserve deficit. If they believe that money-market rates will go up, they can borrow in the market and run a reserve surplus. This mechanism stabilises the overnight interest rate during the maintenance period.

*Open-market operations* are the general instruments used to manage the liquidity situation and to steer interest rates. The *main refinancing operations* (MROs) are the most important instrument. These operations are conducted in the form of weekly tenders for repurchase agreements with a maturity of two weeks. In this tender procedure, the ECB determines the overall quantity to be allotted on the basis of its assessment of the liquidity needed by the banking system. The rate applied in the MROs is set by the ECB’s Governing Council (see chapter 2 for details on the governance structure of the ECB).

The *standing facilities* provide or absorb liquidity with an overnight maturity when unforeseen liquidity shocks occur. Therefore they provide a type of insurance mechanism for banks, but at penalty interest rates. The initiative in these transactions is on the side of the credit institution. The marginal lending facility can be used to obtain (against eligible collateral) overnight liquidity in case of an individual shortage, whereas the deposit facility may be used to make deposits in case of individual excess liquidity. As access to the standing facilities on a given day is not subject to rationing (provided adequate collateral is posted in the case of recourse to the marginal lending facility), the corresponding interest rates effectively bound the overnight-market interest rate, creating a ‘corridor’ (Hartmann *et al.*, 2001).

**Interest rates**

The key ECB interest rate is the minimum bid rate, which represents the floor for the price of central bank liquidity in the open-market operations. The two other key interest rates, on the marginal lending facility and the deposit facility, define the corridor within which the overnight interest rate can fluctuate. The Governing Council of the ECB sets the level of the minimum
bid rate in the Eurosystem’s weekly MROs. In the MROs, the ECB aims to supply the liquidity necessary for the banking system to operate smoothly, in such a way that very short-term market interest rates (see below) remain appropriately aligned with the monetary policy stance of the ECB. Through the money-market yield curve, monetary policy is transmitted to financial instruments and credit conditions more generally, which in turn will influence saving and investment decisions and thus, in the end, affect price developments in the euro area.

Sometimes, the money market is affected by turmoil in the financial markets, like that triggered in the second half of 2007 by the sub-prime crisis in the US. Under such circumstances, the ECB may need to provide additional liquidity in order to support market confidence (ECB, 2008a). Figure 3.3 summarises how the ECB affects the money market.

Apart from the ECB interest rates, there are three main market interest rates for the money market:

- EONIA (euro overnight index average). The EONIA is the effective overnight reference rate for the euro. It is computed daily as a volume-weighted average of unsecured euro overnight lending transactions in the interbank market, as reported by a representative panel of large banks.\(^5\)
- EURIBOR (euro interbank offered rate). The EURIBOR is the benchmark rate of the large unsecured euro money market for maturities longer than overnight (one week to one year) that has emerged since 1999. It is based on information provided by the same panel of banks.
- EUREPO (the repo market reference rate for the euro) for different maturities. The EUREPO is the benchmark rate of the euro repo market and has been released since March 2002. It is the rate at which one prime bank offers funds in euros to another prime bank when the funds are secured by a repo transaction using general collateral (ECB, 2006).

Figure 3.4 shows the evolution of key ECB interest rates and short-term market interest rates since 10 March 2004. On most days, EONIA was slightly above, but very close to, the minimum bid rate. The small spread (about 6 to 7 basis points) reflects that the EONIA is an unsecured interbank rate and thus includes a small premium for credit risk and transaction costs. Larger spreads normally occur at the end of the reserve maintenance period when the need to fulfil the reserve requirement becomes more binding. Since October 2004 the ECB has more frequently conducted fine-tuning operations at the end of maintenance periods and this has reduced the size of spikes in the EONIA spread (ECB, 2008a).

![Figure 3.4](image-url)  
Key ECB interest rates and the shortest segment of money-market rates (%), 2004–2007  
Source: ECB (2008a)
Developments in money-market segments

On the basis of data gathered via a survey among banks, the ECB (2007b, 2007d) provides detailed information about the euro money market. Unfortunately, these studies do not provide information on the size of the various segments of the market. Figure 3.5 shows the development of an index of daily turnover (turnover in the second quarter of 2002 is 100). The upper part of the figure refers to the unsecured segments, while the lower part shows the secured segments.

![Graph showing average daily turnover in the money market (2002 Q2 = 100), 2000–2007. Source: ECB (2007d).]

**Figure 3.5** Average daily turnover in the money market (2002 Q2 = 100), 2000–2007

*Source: ECB (2007d)*

**Developments in money-market segments**

On the basis of data gathered via a survey among banks, the ECB (2007b, 2007d) provides detailed information about the euro money market. Unfortunately, these studies do not provide information on the size of the various segments of the market. Figure 3.5 shows the development of an index of daily turnover (turnover in the second quarter of 2002 is 100). The upper part of the figure refers to the unsecured segments, while the lower part shows the secured segments.
Apart from the ECB survey, another important source for information on the repos segment of the euro money market is the semi-annual survey by the European Repo Council (ERC). The total value of repo contracts outstanding on the books of the 74 institutions that participated in the survey was €6,430 billion in December 2006, compared with €5,883 billion in December 2005 (ICMA, 2007).

A breakdown by maturity shows that turnover is concentrated in short maturities. In the second quarter of 2006, overnight transactions accounted for 13 per cent of the overall secured market turnover, while transactions in the maturity band ‘tomorrow/next (i.e., overnight contracts for the following day until the next day) to one month’ amounted to 77 per cent, and maturities over one month to 10 per cent (ECB, 2007b).

As to concentration, in the second quarter of 2006 the largest five banks accounted for 37 per cent of the total turnover. Counterparty analysis on a geographical basis for secured activities shows that 29 per cent of counterparties were domestic, while 51 per cent of all deals were performed between counterparties from two different euro-area countries. The share of transactions in the secured market conducted via electronic trading platforms continued to be the highest among all market segments surveyed: 49 per cent was executed via electronic platforms, 26 per cent via a broker, and 25 per cent directly.

3.3 Bond markets

The re-denomination of debt from former national currencies into euros at the beginning of the monetary union paved the way for a European debt securities market. The increased role of the euro as an international investment currency has made the market in euro-denominated issues attractive for both investors and issuers. The bulk of euro-denominated debt securities is issued by euro-area issuers. However, for issuers outside the euro area it has also become attractive to borrow in euros. In the third quarter of 1999, 21 per cent of all foreign currency-denominated bonds was denominated in euros, while this figure stood at 31 per cent in the third quarter of 2006. The euro now accounts for about 27 per cent of all debt securities, the US dollar for roughly 43 per cent, and the yen for 14 per cent (ECB, 2007c).

The share of private-sector securities in all euro-denominated debt securities outstanding rose from 43 per cent in 1999 to 53 per cent in 2006 (ECB, 2007c). However, as Table 3.1 shows, debt securities issued by public
authorities still form the most important market segment, followed by debt securities issued by financial institutions (consisting of monetary financial institutions (MFIs) and non-MFI financial institutions), and those issued by non-financial corporations. Monetary financial institutions include all financial institutions whose business is (1) to receive deposits and/or close substitutes for deposits from entities other than MFIs and (2) to grant for their own account credit and/or invest in securities. Non-MFI financial institutions comprise insurance corporations, pension funds, and other financial institutions as, for example, financial vehicles set up for securitisation purposes (special-purpose vehicles, see section 3.5), investment funds and financing arms of non-financial corporations like industrial corporations, as well as financing arms of MFIs (ECB, 2007c).

Bonds are the main instrument of governments (mainly central governments, but also regional and local government authorities, and social securities funds) within the euro area to finance their budget deficits. Furthermore, government bonds often serve as a benchmark for pricing other assets and they are also frequently used as collateral in various financial transactions.

The non-government bond market is dominated by bank debt securities. This segment encompasses numerous different types of bonds, including unsecured bank debt securities and covered bonds. Covered bonds are claims of the bond holders against the issuing MFI that are secured by a pool of cover assets on the MFI’s balance sheet, such as mortgage loans or loans to the public sector.

Around 90 per cent of euro debt securities, including securities issued by euro-area issuers and by non-euro area issuers, are at least A-rated (see Figure 3.6). The main reason is the high share of bonds issued by governmental issuers (all national euro-area governments are rated A or above). Moreover, covered bonds, accounting for around one third of all MFI issues,

Table 3.1 Euro-denominated debt securities issued by euro area issuers (outstanding in € billion), 1999–2006

<table>
<thead>
<tr>
<th></th>
<th>Q1 1999</th>
<th>Q4 2000</th>
<th>Q4 2002</th>
<th>Q4 2004</th>
<th>Q4 2006</th>
<th>Increase (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Public issuers</td>
<td>3,283</td>
<td>3,436</td>
<td>3,835</td>
<td>4,274</td>
<td>4,596</td>
<td>40</td>
</tr>
<tr>
<td>MFIs</td>
<td>2,085</td>
<td>2,424</td>
<td>2,677</td>
<td>3,123</td>
<td>3,668</td>
<td>76</td>
</tr>
<tr>
<td>Non-MFI financial institutions</td>
<td>146</td>
<td>266</td>
<td>465</td>
<td>667</td>
<td>1,035</td>
<td>609</td>
</tr>
<tr>
<td>Non-financial corporations</td>
<td>286</td>
<td>373</td>
<td>473</td>
<td>518</td>
<td>561</td>
<td>96</td>
</tr>
<tr>
<td>Total</td>
<td>5,800</td>
<td>6,499</td>
<td>7,452</td>
<td>8,582</td>
<td>9,859</td>
<td>70</td>
</tr>
</tbody>
</table>

Source: ECB (2007c)
are typically A-rated. The share of A-rated and higher-rated debt securities has been fairly stable since 2001 (ECB, 2007c).

**Government bonds**

**Issuance**

In recent years, the euro-area government bond markets have changed substantially. The introduction of the euro in 1999 had a major impact on the operations of government-debt managers as the disappearance of exchange-rate risks within the euro area created the conditions for a pan-European capital market. As a result, debt managers have become small to medium-sized players in a larger European market, instead of being the dominant player in the national market. Investors now focus more on credit risk and liquidity, while bond portfolios have become increasingly internationally diversified, especially in the smaller euro-area countries. Consequently, competition among debt managers has increased, stimulating a more efficient primary market and a deeper, more liquid secondary market. Governments have put great effort into making their outstanding debt and new issues more attractive to international bond investors. To this end, they have adopted a number of supply-side innovations (see Box 3.2 for further details). These innovations were enabled by the rapid expansion of electronic trading.
Box 3.2 Recent developments in government-debt management

The primary objective of debt-management agencies in the euro area is to ensure financing of the government’s annual borrowing at the lowest possible (medium-term) cost with acceptable risks, although precise wordings and emphasis differ from country to country. The operational targets or guidelines for debt-management units differ more substantially. Often, these are based on asset-liability studies or cost-at-risk models, weighing interest costs against budgetary risks. Targets can take the form of a target (range) for the average maturity or the (modified) duration, subject to certain restrictions such as quantitative limits on the use of interest-rate swaps.

Debt-management units were generally given more independence in the 1990s. A stronger focus on ‘narrow’ debt-management goals allowed for delegation to separate units. In addition, higher product complexity and competition among debt managers require a higher degree of operational independence and professionalism, which is easier to accomplish in a non-government unit. Cost considerations sometimes also played a role in the decision to delegate tasks to more independent units (Wolswijk and De Haan, 2005).

The increased competition has led to increasing liquidity of government securities and larger volumes of outstanding issues. While issues of around €2 billion were standard in smaller countries before the start of EMU, the minimum is now €5 billion, with large countries in the euro area having bond issuances of over €20 billion. Governments sometimes focus on ‘niche’ targeting particular investor needs. For instance, Spain and France have introduced constant-maturity bonds, while France (followed by Greece and Italy) has taken the lead in the issuance of index-linked bonds (Baele et al., 2004). In 2006, Germany issued an index-linked bond. Outside the euro area, the UK and the US are major issuers of index-linked bonds. In the segment of long-term debt securities, securities with a maturity of ten years or more play the major role as they have accounted for around 50 per cent of these instruments in the past four years (ECB, 2007c). The 3-, 5-, and 30-year segments also remained attractive, with about half of the debt managers issuing at least one security in those segments. More recently, debt managers have selected a somewhat wider spectrum of maturities, including some reversion to issuing short-term securities (Wolswijk and De Haan, 2005). Still, between 1999 and 2006 the outstanding amount of short-term public-debt securities increased by only 19 per cent, compared with an increase of 45 per cent for long-term public-debt securities. While in 1999 about 85 per cent of all long-term public-debt securities were fixed-rate bonds, the share of fixed-rate bonds had increased in 2006 to 90 per cent (ECB, 2007c).

Debt managers have also made issuance activity more regular and predictable by introducing pre-announced auction calendars, which has improved market transparency. Increased competition in the primary and secondary government-bond markets has also led to changes in distribution channels. Primary dealers and bank syndicates are now...
systems. In addition to local systems, the European electronic platform for government securities, EuroMTS, was introduced in 1999, enabling quotation and trading of some European benchmark bonds (see chapter 5 for further details).

Table 3.2 provides an overview of public-debt securities by country of issuer in the period 2000–2006. The outstanding nominal amount of euro-denominated public-debt securities issued by euro-area public authorities increased on average by 4.9 per cent each year (ECB, 2007c). Countries with sharp increases either witnessed strong GDP growth (Ireland) or higher public-debt levels relative to GDP (Germany, Greece, France, and Portugal).

**Government bond yields**

Figure 3.7 shows the euro-area government-bond yields for three different maturities and the interest rate of the ECB’s main refinancing operations. The
Table 3.2 Outstanding euro-denominated public-debt securities (€ billion), 2000–2006

<table>
<thead>
<tr>
<th></th>
<th>2000</th>
<th>2002</th>
<th>2004</th>
<th>2006</th>
<th>Average annual increase (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>101.5</td>
<td>110.2</td>
<td>114.4</td>
<td>128.9</td>
<td>4.1</td>
</tr>
<tr>
<td>Belgium</td>
<td>242.8</td>
<td>256.0</td>
<td>254.2</td>
<td>256.3</td>
<td>0.9</td>
</tr>
<tr>
<td>Germany</td>
<td>779.9</td>
<td>867.3</td>
<td>1,006.6</td>
<td>1,123.1</td>
<td>6.3</td>
</tr>
<tr>
<td>Spain</td>
<td>303.0</td>
<td>319.0</td>
<td>330.9</td>
<td>336.9</td>
<td>1.8</td>
</tr>
<tr>
<td>Finland</td>
<td>53.9</td>
<td>51.0</td>
<td>54.8</td>
<td>53.4</td>
<td>−0.2</td>
</tr>
<tr>
<td>France</td>
<td>643.4</td>
<td>743.2</td>
<td>891.9</td>
<td>950.1</td>
<td>6.7</td>
</tr>
<tr>
<td>Greece¹</td>
<td>11.4</td>
<td>123.3</td>
<td>158.8</td>
<td>185.5</td>
<td>10.7</td>
</tr>
<tr>
<td>Ireland</td>
<td>21.8</td>
<td>22.3</td>
<td>31.3</td>
<td>31.2</td>
<td>6.2</td>
</tr>
<tr>
<td>Italy</td>
<td>1,064.9</td>
<td>1,094.8</td>
<td>1,144.2</td>
<td>1,232.8</td>
<td>2.5</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>0.7</td>
<td>0.6</td>
<td>0.4</td>
<td>0.1</td>
<td>−27.6</td>
</tr>
<tr>
<td>Netherlands</td>
<td>177.6</td>
<td>189.2</td>
<td>215.4</td>
<td>211.8</td>
<td>3.0</td>
</tr>
<tr>
<td>Portugal</td>
<td>47.2</td>
<td>59.8</td>
<td>72.9</td>
<td>89.8</td>
<td>11.3</td>
</tr>
<tr>
<td>Euro area</td>
<td>3,448.1</td>
<td>3,836.9</td>
<td>4,275.8</td>
<td>4,599.9</td>
<td>4.9</td>
</tr>
<tr>
<td>Rest of the world</td>
<td>105.3</td>
<td>108.0</td>
<td>123.8</td>
<td>127.1</td>
<td>3.2</td>
</tr>
<tr>
<td>Total</td>
<td>3,553.4</td>
<td>3,944.9</td>
<td>4,399.6</td>
<td>4,727.0</td>
<td>4.9</td>
</tr>
</tbody>
</table>

¹) The sharp increase for Greece between 2000 and 2002 was the result of joining the euro area in January 2001. Before 2001, most Greek public-debt securities were denominated in drachma, and they were converted into euro as of 1 January 2001.

Source: ECB (2007c)

Figure 3.7 Euro-area government-bond yield (benchmark) (%), 1999–2006

Source: ECB (2007c)
yields are calculated as the weighted average of the 12 national euro-area yields for the respective maturity, using the nominal outstanding amounts of the related bonds as weights.

Yields of government bonds are influenced by expected short-term interest rates and the term premium. Risk-averse investors demand a risk premium (term premium) for investments in long-term bonds to compensate them for the risk of losses due to interest rate hikes; those losses increase with bond duration. The term premium leads to a positive term spread, i.e., the spread of yields for bonds with longer maturity over yields for bonds with shorter maturity, even when markets expect increasing and decreasing interest rates to be equally likely. The term spread in the euro area has been mostly positive since 1999, reflecting what is often called a ‘normal’ yield curve (ECB, 2007c). However, the term spread has been changing over time, with peaks in mid-1999 and mid-2004, while it was low in 2000 and again towards the end of 2006.

Apart from interest-rate expectations and the term premium, credit risk and liquidity also influence government bond yields. Credit risk is the risk of loss because of the failure of a counterparty to perform according to a contractual arrangement, for instance due to a default by a borrower. The spread between the yield of a particular bond and the yield of a bond with similar characteristics but without credit risk is the credit-risk premium. Rating agencies – like Moody’s, Standard & Poor’s, and Fitch – indicate issuers’ credit risk by assigning them a rating. Table 3.3 shows the ratings of various euro-area countries since 1999.

Liquidity is the ease with which an investor can sell or buy a bond immediately at a price close to the mid-quote (i.e., the average of the bid–ask spread, as defined in section 3.1). The spread between the yield of a bond with liquidity and a similar bond with less liquidity is referred to as the liquidity premium.

Credit risk and liquidity premia of euro-denominated bonds are typically calculated as the spread of the bond yields over those of German government bonds. There are two reasons for this (ECB, 2007c). First, German government bonds have consistently received the highest ranking from the three main rating agencies (see Table 3.3), indicating that German government bonds are associated with zero or very low credit risk. Second, German government bonds are very actively traded, ensuring that they are very liquid. According to a recent study (Bearing Point, 2007), German government bonds – with a daily average trading volume of €25 billion (single-counting, i.e., only one side (the buy side) of a securities transaction is counted) in the secondary market – are the most important segment of the European bond market. In
addition to a liquid cash market, there is a very active derivatives market for German government bonds (‘Bunds’). The Bund future is the most liquid futures contract (see section 3.5).

Figure 3.8 shows the yield spreads of ten-year euro-area government bonds over German government bonds. For most countries, spreads decreased between 1999 and 2003 and have been low (below 10 basis points) or even slightly negative since 2003. However, spreads for Italy, Greece, and Portugal have increased again somewhat in recent years. These countries were downgraded by the rating agencies (see Table 3.3).

Figure 3.8 shows that yield differentials vary considerably across countries, while for each country the yield differential varies considerably over time. Pagano and Von Thadden (2008) discuss studies that try to explain these yield

<table>
<thead>
<tr>
<th>Country</th>
<th>Moody’s</th>
<th>S&amp;P</th>
<th>Fitch</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>Aaa</td>
<td>AAA</td>
<td>AAA</td>
</tr>
<tr>
<td>Belgium</td>
<td>Aal</td>
<td>AA+</td>
<td>AA+ (since 05/2006)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AA (06/2002 to 05/2006)</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>AA – (until 06/2002)</td>
</tr>
<tr>
<td>Germany</td>
<td>Aaa</td>
<td>AAA</td>
<td>AAA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AA (until 03/1999)</td>
<td>AA (until 09/1999)</td>
</tr>
<tr>
<td>Finland</td>
<td>Aaa</td>
<td>AAA</td>
<td>AAA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AAA (since 02/2002)</td>
<td>AAA (since 12/2003)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AA+ (09/1999 to 02/2002)</td>
<td>AA+ (until 11/1999)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AA (until 09/1999)</td>
<td></td>
</tr>
<tr>
<td>France</td>
<td>Aaa</td>
<td>AAA</td>
<td>AAA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>A – (until 10/2001)</td>
<td>A – (until 06/2001)</td>
</tr>
<tr>
<td>Ireland</td>
<td>Aaa</td>
<td>AAA</td>
<td>AAA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AAA (since 10/2001)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>AA+ (until 10/2001)</td>
<td></td>
</tr>
<tr>
<td>Netherlands</td>
<td>Aaa</td>
<td>AAA</td>
<td>AAA</td>
</tr>
<tr>
<td>Portugal</td>
<td>Aa2</td>
<td>AA – (since 06/2005)</td>
<td>AAA</td>
</tr>
<tr>
<td></td>
<td></td>
<td>AA (until 06/2005)</td>
<td></td>
</tr>
</tbody>
</table>

Source: ECB (2007c)
differentials, arguing that they may arise from (1) intrinsic differences in country-specific default risk or different sensitivities of bonds’ future payoffs to common shocks, or (2) market frictions, like trading costs, clearing and settlement fees, and taxes. As Pagano and Von Thadden (2008) point out, these factors may also interact. For instance, if an asset on which a transaction tax has to be paid becomes riskier, the effect on the price will be smaller the larger the tax, since the initial after-tax price is correspondingly lower. Pagano and Von Thadden (2008) conclude that credit risk explains a considerable portion of cross-country yield differences but explains very little of their variation over time.

**Corporate bonds**

In recent years the European corporate bond market has grown rapidly and the market’s structure has undergone some important changes. Before 1998, the market was dominated by debt issued by highly rated financial corporations, whereas since that date industrial corporations have increasingly found their way to the corporate bond market (Baele et al., 2004). Nevertheless, MFIs are still more important than non-financial firms, being the second largest group of issuers of debt securities in the euro-area economy. About 15 per cent of all MFI liabilities consist of debt securities; this share has remained stable since the start of the monetary union. MFIs issue both short-term and long-term debt securities. Short-term securities are in many cases certificates of deposits (CDs), which are closely related to bank deposits. The bulk of the
debt securities issued by MFIs – accounting for nearly 90 per cent of total outstanding – are, however, notes and bonds that have a long original maturity. MFIs are the largest issuers of floating-rate long-term debt securities. In 2006, 39 per cent of long-term debt securities of MFIs consisted of floating-rate issues (ECB, 2007c).

By issuing long-term debt securities at floating rate (rather than at a fixed rate), banks aim to match the characteristics of their assets. By aligning the fixing of the interest rate on the liability side with the fixing of the interest rate on the asset side, banks can reduce their exposure to interest-rate risk (ECB, 2007c).

Spreads of corporate bond yields over AAA-rated government bond yields as shown in Figure 3.9 mainly reflect the perceived credit risk that results from an investment in corporate bonds. When the corporate outlook deteriorates, these spreads increase. For example, spreads were high during the years 2001 and 2002 when economic growth was low, but decreased significantly in 2003. Corporate bond spreads are higher for bonds of lower-rated issuers than for bonds of higher-rated issuers (see Figure 3.9). Triple-B-rated euro-area bonds, for example, reached average spreads above 250 basis points during the economic downturn in 2002, while A-rated bonds remained below 150 basis points and triple-A-rated bonds below 65 basis points (ECB, 2007c). The ECB

![Figure 3.9](image-url)  
**Figure 3.9** Spreads of corporate bonds over AAA-rated government bonds (basis points), 1999–2006  
*Source: ECB (2007c)*
(2007c) identifies two possible explanations for this. First, the default probabilities of lower-rated corporate issuers may be more closely linked to the business cycle than the default probabilities of higher-rated corporations. Second, bond spreads widen when bonds become less liquid. During recessions, lower-rated corporate bonds may suffer and might be traded less actively, thus reducing their liquidity, leading to higher liquidity premia.

A liquid market allows market participants to trade at low trading costs. Kyle (1985) identifies three dimensions of liquidity:

- tightness: the cost of turning around a position during a short period.
  Tightness in essence refers to a low bid–ask spread (ECB, 2008b);
- depth: a market is deep if only large buy or sell orders can have an impact on prices;
- resiliency: a market is resilient if market prices reflect ‘fundamental’ values and, in particular, quickly return to ‘fundamental’ values after shocks.

The ECB (2007c) has examined the first dimension of liquidity analysing bid–ask spreads in the government- and corporate-bond markets. Figure 3.10 shows average (unweighted) spreads for the years 2003–2006. Bid–ask spreads were much higher for corporate bonds than for government bonds. According to the ECB (2007c), this is related to the number and the size of bonds in these markets.

![Figure 3.10 Average bid and ask spread (in % of mid-quote), 2003–2006](image)

*Source: ECB (2007c)*
There are fewer but much larger government bonds than corporate bonds, which translate into lower costs for market makers due to economies of scale and greater competition between market makers in government-bond markets. Furthermore, corporate-bond yields and prices are more volatile than government bond yields so that market makers are exposed to higher inventory risks on corporate-bond markets for which they require compensation in the form of higher spreads. (*Inventory risk* is the risk that bond prices will move while the market maker holds the bonds in inventory without perfectly hedging price risks.) Figure 3.10 shows also that bid–ask spreads in both market segments trend downwards over time until 2006. But since the start of the sub-prime mortgage crisis in 2007 (see Box 11.2), bid–ask spreads for government and corporate bonds have increased due to heightened uncertainty in financial markets.

An important type of MFI debt securities are covered bonds, making up about 33 per cent of all debt securities issued by euro-area MFIs (ECB, 2007c). As long as the issuing MFI is solvent, the covered bond generates cash flows to the bond holders that are independent of the performance of the assets. If, however, the issuing MFI becomes insolvent, the covered bond holders can claim the cover assets. Germany is by far the most important euro-area country for covered bonds (so-called *Pfandbriefe*), followed by Spain and France (see Table 3.4).

### Table 3.4 Outstanding amounts of covered bonds (€ billion), 2001–2005

<table>
<thead>
<tr>
<th></th>
<th>2001</th>
<th>2002</th>
<th>2003</th>
<th>2004</th>
<th>2005</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>10.57</td>
<td>9.38</td>
<td>8.50</td>
<td>3.00</td>
<td>16.28</td>
</tr>
<tr>
<td>Belgium</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Germany</td>
<td>1,104.83</td>
<td>1,088.00</td>
<td>1,056.69</td>
<td>1,010.11</td>
<td>975.93</td>
</tr>
<tr>
<td>Spain</td>
<td>13.51</td>
<td>25.27</td>
<td>82.50</td>
<td>100.51</td>
<td>163.23</td>
</tr>
<tr>
<td>Finland</td>
<td>0.05</td>
<td>0.05</td>
<td>0.07</td>
<td>0.07</td>
<td>1.50</td>
</tr>
<tr>
<td>France</td>
<td>64.01</td>
<td>70.91</td>
<td>87.20</td>
<td>100.67</td>
<td>124.77</td>
</tr>
<tr>
<td>Greece</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Ireland</td>
<td>0.00</td>
<td>0.00</td>
<td>13.50</td>
<td>30.95</td>
<td>45.11</td>
</tr>
<tr>
<td>Italy</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>4.00</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>11.01</td>
<td>13.10</td>
<td>16.67</td>
<td>19.48</td>
<td>24.97</td>
</tr>
<tr>
<td>Netherlands</td>
<td>0.99</td>
<td>0.88</td>
<td>0.69</td>
<td>12.75</td>
<td>2.00</td>
</tr>
<tr>
<td>Portugal</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td><strong>Euro area</strong></td>
<td><strong>1,204.97</strong></td>
<td><strong>1,207.58</strong></td>
<td><strong>1,265.82</strong></td>
<td><strong>1,277.53</strong></td>
<td><strong>1,357.79</strong></td>
</tr>
<tr>
<td>Denmark</td>
<td>199.85</td>
<td>191.37</td>
<td>231.57</td>
<td>232.80</td>
<td>293.15</td>
</tr>
<tr>
<td>Sweden</td>
<td>65.45</td>
<td>70.91</td>
<td>60.51</td>
<td>82.49</td>
<td>92.81</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>0.00</td>
<td>0.00</td>
<td>7.00</td>
<td>14.96</td>
<td>25.44</td>
</tr>
</tbody>
</table>

*Source: ECB (2007c)*
Maturities of covered bonds typically range from 2–10 years. The majority of covered bonds are rated AAA (ECB, 2007c).

According to the ECB (2007c), there are two objectives for the issuance of asset-backed securities, i.e., fund raising and credit-risk transfer. Both objectives can be achieved through a ‘true sale’ securitisation or through a funded synthetic securitisation. In a ‘true sale’ securitisation, the originator (typically a bank) transfers the ownership of a pool of assets to a ‘special purpose vehicle’ (SPV), which issues securities backed by the pool of assets and transfers the funds raised through selling these securities to the originator. In a funded synthetic securitisation process, the ownership of the asset pool is not transferred to the SPV but remains on the balance sheet of the originator. The risks associated with the asset pool are transferred to the SPV by means of a credit derivative (see section 3.5 on derivatives).

Asset-backed securities can be classified according to the type of underlying collateral. Mortgage-backed securities (MBSs) are backed by mortgages loans. Collateralised debt obligations (CDOs) are backed by bonds or loans. All other securitisation products are called asset-backed securities in a narrow sense. These are typically backed by credit-card receivables, leasing receivables, trade receivables, and others. In November 2006, the amount of euro-denominated asset-backed securities outstanding stood at €832 billion (see Table 3.5). Around 47 per cent of all euro-denominated asset-backed securities issued in the euro area have been issued in Spain. Euro asset-backed securities issued

<table>
<thead>
<tr>
<th>Country</th>
<th>Amount (€ billion)</th>
<th>Country</th>
<th>Amount (€ billion)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spain</td>
<td>336.00</td>
<td>United Kingdom</td>
<td>58.39</td>
</tr>
<tr>
<td>Italy</td>
<td>148.59</td>
<td>United States</td>
<td>20.35</td>
</tr>
<tr>
<td>Netherlands</td>
<td>113.23</td>
<td>Jersey</td>
<td>19.51</td>
</tr>
<tr>
<td>Ireland</td>
<td>57.82</td>
<td>Cayman Islands</td>
<td>9.49</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>24.95</td>
<td>Australia</td>
<td>6.58</td>
</tr>
<tr>
<td>France</td>
<td>19.40</td>
<td>Netherlands Antilles</td>
<td>2.56</td>
</tr>
<tr>
<td>Belgium</td>
<td>5.47</td>
<td>Virgin Islands, British</td>
<td>0.65</td>
</tr>
<tr>
<td>Portugal</td>
<td>2.43</td>
<td>Sweden</td>
<td>0.56</td>
</tr>
<tr>
<td>Austria</td>
<td>2.37</td>
<td>Guernsey C.I.</td>
<td>0.44</td>
</tr>
<tr>
<td>Germany</td>
<td>1.55</td>
<td>Czech Republic</td>
<td>0.42</td>
</tr>
<tr>
<td>Greece</td>
<td>0.11</td>
<td>Iceland</td>
<td>0.37</td>
</tr>
<tr>
<td>Finland</td>
<td>0.01</td>
<td>Denmark</td>
<td>0.36</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Others</td>
<td>0.73</td>
</tr>
</tbody>
</table>

Source: ECB (2007c)
Box 3.3 How much transparency is optimal?

*Transparency* refers to the absence or elimination of information asymmetries. In a fully transparent market, all relevant market information is common knowledge for all participants. The debate on bond-market transparency is a difficult one. According to Dunne *et al.* (2006), the very existence of most financial markets depends on striking a balance between transparency, thought to promote competition, fairness, and investor protection, and opacity, in the interest of encouraging ongoing participation of both end-customers and liquidity providers. If market participants do not obtain adequate fairness, protection, and incentives, they will not participate in sufficient numbers and the market will not function properly.

This can be illustrated by the so-called Winner’s Curse, according to which the highest bidder has probably bid too much. If the highest bidder wants to resell the product immediately after the auction, the best price he will obtain is the underbidder’s price. Because of incomplete information or subjective factors, bidders will form a range of estimates of the item’s ‘intrinsic value’. As a result, the largest overestimation of an item’s value ends up winning the auction. With perfect information and fully rational participants skilled in valuation, no overpayments should occur. A number of dealers submit quotes and the highest-bidding dealer secures the bonds. Typically, the successful dealer enters the inter-dealer market to hedge his risk. The underbidders are aware of this and can benefit by taking up contrarian positions in the market, thereby making it difficult for the successful bidder to share his position. The more transparent the inter-dealer market, the more difficult it is for the successful bidder to hedge his risk. Consequently, an increase in market transparency makes dealers more cautious about participating.

Yet there are powerful arguments in favour of enhancing transparency. Transparency can facilitate ‘best execution’, i.e., it allows investors to verify whether dealers and others indeed execute orders at the best price available. Goldstein *et al.* (2007) observe a decrease in transaction costs which is consistent with investors’ ability to negotiate better terms of trade with dealers once investors have access to broader bond-pricing data. Costs may also be lower for bonds with transparent prices (see Edwards *et al.*, 2007). Greater price transparency can enhance investor protection as price movements signal default probabilities. Strengthening overall transparency may also create a level playing field between large institutional and smaller investors. Large institutional investors may already be able to obtain all relevant information, while smaller investors are not able to exert the same pressure on dealers.

Finally, transparency may improve liquidity. As for municipal bond trades, Harris and Piwowar (2006) argue that ongoing regulatory initiatives to increase transparency in the municipal bond market will lead to liquidity improvements. These improvements should have the greatest impact on retail investors. Next to this, Goldstein *et al.* (2007) find that
Equities grant the investor a residual right to receive income from the company’s earnings. Equity can be issued either privately (unquoted shares) or publicly via shares that are listed on a stock exchange (quoted shares). The importance of equity finance in the EU is growing (see Figure 3.11), which is reflected in the relative size of European equity markets – an increase from 67 per cent of the US market in 2005 to 82 per cent in 2006 (EC, 2007). As Figure 3.12 shows, the market capitalisation of Euronext and the LSE are much higher than those of other exchanges in the EU.

Initial public offerings

Within the private equity market, venture capital is often provided by investors as ‘start-up’ money to finance new, high-risk companies in return for an equity position in the firm. When issuing public equity, a firm may obtain a listing on a stock exchange for the first time, the initial public offering. If a firm is already listed and issues additional shares, this is called seasoned equity offering (SEO) or secondary public offering (SPO). When a firm issues equity at a stock exchange, it may decide to substitute existing unquoted shares for quoted ones, or issue newly created shares. In the latter case, the funds raised accrue to the firm, while in the first case the proceeds are directed to the initial investors.

Public equity markets play a limited role as a source of new funds for listed corporations. The pecking-order theory (Myers and Majluf, 1984) suggests...
that companies adopt a hierarchy of financial preferences. Due to asymmetric information, companies prefer internal financing (i.e., retained earnings) to external financing. If external financing is needed, companies first seek debt funding. Equity is issued only as a last resort. Figure 3.13 shows the different sources of financing (relative to gross value added, GVA) of non-financial
corporations from 1995–2004. Corporations obtain funds via internal financing, defined as gross savings, which corresponds broadly to the sum of retained earnings and the depreciation allowance. As a percentage of GVA, internal financing is the largest financing source (about 18 per cent of GVA) and remains relatively stable over time. In line with the pecking-order theory, Figure 3.13 shows that debt financing via bank loans or bonds is the second most important financing source. The financing source of last resort is equity. Still, IPOs grew spectacularly from the mid-1990s (see below). Unfortunately, data on the net issuance of quoted shares are available only from 1997 onwards. As Figure 3.13 shows, this source of funding strongly increased between 1998 and 2000. It is likely that this increase was related to the spectacular growth in stock-market prices during this period (ECB, 2006). In contrast, from 2001–2004 the net issuance of public equity decreased.

There are various motives for IPOs. One of the main reasons, of course, is to obtain funds to finance investment. Moreover, the listing of a firm’s shares on a stock exchange also increases its financial autonomy, as the firm becomes less dependent on a single financial provider (like a bank). Further, by issuing equity the firm’s owners can diversify their investment risk by selling stakes in the company in a liquid market. Another advantage of public issuance is increased recognition of the company name. In addition, from the time of the IPO investors receive better information due to improved transparency and the disclosure requirements that are part of the listing conditions. At the same
time, the price of a company’s stock acts as a measure of the company’s value and as a disciplining mechanism for managers.

However, there are a number of disadvantages for a company inherent in listing its shares on a stock exchange. To start with, equity issuance is an expensive procedure, incurring costs such as underwriters’ commission, legal fees, and other charges resulting primarily from the need to satisfy the additional disclosure requirements. From the perspective of investors, going public implies that the ownership of the company is likely to be shared more widely, resulting in a larger gap between external investors and managers. This separation of ownership and control could cause ‘agency problems’, where company insiders hold more accurate information on the prospects of the firm than external equity investors, resulting in a divergence of managers’ and outside investors’ interests. Lastly, by going public, a company exposes itself to scrutiny by shareholders, who may be excessively focused on short-term results.

As Figure 3.14 shows, the number of IPOs peaked in 2000. After that the number fell from the high of 447 in 2000 to 151 in 2001 and to 35 in 2003. A large number of the issues in the late 1990s were ‘new economy’ offerings, like the technology, media, and telecommunications (TMT) sector. The share of the TMT sector in total equity issuance increased from 26 per cent in the mid-1990s to 50 per cent from mid-1997 to mid-2001. Although it has declined since, it remained relatively high as a percentage of total issuance, at 42 per cent.
While it is difficult to disentangle the different factors motivating a company’s decision to issue public equity, the economic cycle is likely to play a significant role. This is mainly because equity is often used to finance demand for fixed investment, which fluctuates over the business cycle. Furthermore, significant increases in stock-market prices generally preceded increases in equity issuance. In the literature on behavioural finance (Shiller, 2003), a related factor explaining the timing of equity issuance is the effect of investor sentiment. Developments in investor optimism over time may have an impact on the cost of equity, thereby influencing the amount of equity issued. For example, excessive increases in risk aversion resulting in falling stock-market prices could raise the cost of equity, thereby dissuading companies from issuing equity. Although investor sentiment will inevitably change over time, it is difficult to measure risk aversion empirically, and/or investors’ willingness to invest in the stock market. Companies also issue equity in order to finance the acquisition of other companies, either by using the cash proceeds of public offerings or by issuing shares, which are subsequently exchanged for the shares of a target company. Consequently, merger and acquisition (M&A) cycles can also be expected to correlate with equity-issuance activity.

Consolidation

The EU stock market is highly concentrated. Measured by trading activity, the market share of the five largest stock exchanges in Europe exceeded 90 per cent in 2006, with the LSE standing out with a 39 per cent share of total EU turnover (see Figure 3.15). The LSE and Euronext together account for nearly
60 per cent. The stock-market concentration level is almost identical in terms of market capitalisation, as the five largest stock exchanges have a market share of 85 per cent (EC, 2007). This high level of concentration may be explained by the fact that financial exchanges exhibit network externalities, as higher participation of traders on both sides of the market positively affects market liquidity and increases traders’ utility.

Comparing Figures 3.12 and 3.15, it appears that the market capitalisation of the LSE and Euronext is similar in value, while the turnover of the LSE is twice that of Euronext. This suggests that shares listed on the LSE are more actively traded than shares listed on Euronext. The LSE thus provides for a deeper and more liquid market.

There has been an intensive regional cross-border consolidation. First, Euronext resulted from a merger of the Paris, Amsterdam, Brussels, and Lisbon stock exchanges during 2000–2002. Next, the stock exchanges of Copenhagen, Stockholm, Helsinki, Tallin, Riga, Vilnius, and Iceland merged between 2004 and 2006, creating the OMX Nordic Exchange. More recently, in June 2007 Italy’s stock-exchange operator Borsa Italiana accepted a takeover from the LSE. In 2006, the first trans-Atlantic stock exchange merger took place between Euronext and the New York Stock Exchange (NYSE), strengthening its position as the largest securities trading venue in the world. In 2007, two other trans-Atlantic deals were announced: an acquisition of the New York-based International Securities Exchange by Deutsche Börse and a merger between Nasdaq and OMX (EC, 2007).

There is an advantage in consolidation. Bigger exchanges enjoy economies of scale that reduce trading costs, which in turn attracts more traders and listed companies (Wharton, 2006). Figure 3.12 confirms that the market capitalisation of Euronext and the LSE has grown faster than that of its smaller competitors. While consolidation allows an exchange to exploit economies of scale, it may also reduce competition and thus lower an exchange’s incentive for financial innovation (in the form of developing new, cheaper, trading mechanisms). The impact of competition is interesting in equity trading. Competition may reduce trading fees, but fragmentation of the order flow between exchanges may reduce the liquidity of equity trading. Examining the competition between Euronext and the LSE in the Dutch equity market, Foucault and Menkveld (2008) find evidence of reduced fees and improved liquidity. Liquidity is improved as some brokers automate the routing decision between the two exchanges to obtain the best execution price. In that way, the order flow at the two exchanges is indirectly combined.

There are still some challenges. First, the clearing and settlement infrastructure in Europe has remained fragmented so far. As documented in
post-trading costs per transaction in the EU are substantially higher than in the US. Next, cross-border exchanges like Euronext and OMX force national financial supervisors to co-operate. This challenge is discussed further in chapter 10.

3.5 Derivatives

*Derivatives* are financial instruments whose value is derived from the value of something else. They can be based on different types of assets (such as equities or commodities), prices (such as interest rates or exchange rates), or indexes (such as a stock-market index). Derivatives can be used as a source of revenue but are also important risk-management tools (see Batten *et al.*, 2004). As for the latter, the BIS (1994) stresses that derivatives allow parties to identify, isolate, and manage the market risk in financial instruments and commodities, i.e., changes in market prices of financial instruments and changes in interest and exchange rates. When used properly, derivatives can reduce risks through hedging. This is done by transferring the cost of bearing the risk from one party to the other; the former wants to reduce the exposure to risk, whereas the latter is willing to assume that exposure in the expectation of making a profit (Reilly, 2005). Financial innovation and increased market demand led to a rapid growth of derivatives trading in the last decade (see Figure 3.16).

The use of derivatives has a major impact on asset management and risk management. A portfolio manager can, for example, change its risk profile through derivative transactions at a very low cost. Without derivatives, the portfolio manager would have to conduct transactions in the underlying cash markets (i.e., money, bond, or equity markets) at a higher cost, including the costly transfer of securities (see chapter 5). Derivatives are thus a low-cost tool for risk management. Moreover, derivatives can be tailor-made in the over-the-counter market (see below). The spectacular growth of hedge funds can also be explained by the rise of low-cost derivatives markets. Hedge funds typically exploit small price differences of similar financial products, as explained in chapter 6. Only when the transaction cost is smaller than the price differential will hedge funds take a position.

There are two broad types of derivatives: forwards and options. A *forward contract* gives the holder the obligation to buy or sell a certain underlying instrument (like a bond) at a certain date in the future (i.e., the delivery or final settlement date), at a specified price (i.e., the settlement price). Forward
contracts consist of futures and swaps. *Futures contracts* are forward contracts traded on organised exchanges. *Swaps* are forward contracts in which counterparties agree to exchange streams of cash flows according to predetermined rules. For example, an *interest-rate swap* is a derivative in which one party exchanges a stream of interest payments for another party’s stream of cash flows. The most important difference with options is that *options* give the holder the right (but not the obligation) to buy or sell a certain underlying instrument at a certain date in the future at a specified price.

Derivatives are traded on organised exchanges or *over-the-counter*. The latter are contracts that are traded (and privately negotiated) directly between two parties. All contract terms, such as delivery quality, quantity, location, date, and price, are negotiable (Anderson and McKay, 2008). Figure 3.16 shows that the global notional amount\(^8\) outstanding in OTC markets is substantially higher than the exchanges-traded amount. The notional outstanding value of OTC derivatives increased by 40 per cent from $298 trillion at end-2005 to $415 at end-2006. In 2007, the outstanding value even reached $516 trillion. As for the location of trading, Figure 3.17 shows that the United Kingdom is the leading OTC derivative market in the world with an average.

\[\text{Figure 3.16} \quad \text{Global derivatives markets ($ \text{trillion}), notional amounts, 1996–2006}\]

*Source: International Financial Services London (2007)*
daily share of total global turnover of 43 per cent. Derivatives such as swaps and forward-rate agreements are generally traded on OTC markets. Derivative contracts (such as futures contracts and options) that are transacted on an organised futures exchange are generally standardised. However, Anderson and McKay (2008) point out that the traditional distinction between exchange-based and OTC derivatives has become less clear. For instance, the International Swaps and Derivatives Association (ISDA) has provided a standard contract. This standardisation has made it easier for more participants to access the OTC markets. Furthermore, OTC trades are increasingly being cleared through clearinghouses in much the same way as exchange-based contracts.

Table 3.6 shows that the most important derivatives are interest-rate derivatives, i.e., derivatives whose value is linked to interest rates. In June 2007 interest-rate derivatives accounted for 67 per cent of total amounts of outstanding OTC derivatives. Moving to exchange-traded derivatives, Figure 3.18 shows that the notional amounts of outstanding interest-rate derivatives traded on European exchanges increased rapidly between 1992 and 2006.

The oldest official derivatives market in Europe is the European Options Exchange (EOE) in Amsterdam, which started to trade options on stocks in 1978. EOE became part of the Amsterdam Exchanges and subsequently of Euronext. Next, the London International Financial Futures and Options
Exchange (LIFFE) began its operations in 1982. The major product lines of LIFFE are the short-term interest-rate and government-bond contracts that were its original strength, although one of the first futures contracts developed by LIFFE was the British government-debt contract based on the long-term US Treasury contracts (Batten et al., 2004). LIFFE used a system of open-outcry floor trading. Later on, derivatives exchanges were opened in continental Europe. While some of these also adopted open-outcry floor trading, others (like the DTB, i.e., Deutsche Terminbörse) introduced electronic

Table 3.6 Amounts of outstanding OTC derivatives ($ billion), 2003–2007

<table>
<thead>
<tr>
<th></th>
<th>Jun 03</th>
<th>Dec 03</th>
<th>Jun 04</th>
<th>Dec 04</th>
<th>Jun 05</th>
<th>Dec 05</th>
<th>Jun 06</th>
<th>Dec 06</th>
<th>Jun 07</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interest-rate derivatives</td>
<td>121.799</td>
<td>141.991</td>
<td>164.626</td>
<td>190.502</td>
<td>204.795</td>
<td>211.970</td>
<td>261.960</td>
<td>291.115</td>
<td>346.937</td>
</tr>
<tr>
<td>Commodity derivatives</td>
<td>1.040</td>
<td>1.406</td>
<td>1.270</td>
<td>1.443</td>
<td>2.940</td>
<td>5.434</td>
<td>6.394</td>
<td>7.115</td>
<td>7.567</td>
</tr>
<tr>
<td>Credit default swaps</td>
<td>n.a.</td>
<td>n.a.</td>
<td>n.a.</td>
<td>6.396</td>
<td>10.211</td>
<td>13.908</td>
<td>20.352</td>
<td>28.650</td>
<td>42.580</td>
</tr>
</tbody>
</table>

Source: Bank for International Settlements

Figure 3.18 Notional amounts of outstanding interest-rate derivatives traded on European exchanges ($ billion), 1992–2006

Source: EC (2007b)
trading. DTB was founded in 1991. It introduced trading of futures on the Bund, i.e., German government bonds, in direct competition with a contract already trading at LIFFE. By 1998, the DTB had competed the Bund contract away from LIFFE (Anderson and McKay, 2008). Also LIFFE moved to electronic trading.

EUREX is a serious competitor to LIFFE in the area of bond and short-term interest-rate futures and options trading in Europe. This German–Swiss joint venture came about through the merger of the DTB and SOFFEX, the Swiss Options and Financial Futures Exchange, in 1998. Today it trades a wide range of bond and money-market derivative products. Access to the market is available in a number of major cities, including Chicago, New York, London, and Tokyo (Batten et al., 2004).

Figure 3.19 provides figures on OTC market developments between 2001 and 2006 in the euro area. In addition to the forward-rate agreement (FRA) market and interest-rate swap (IRS) market – comprising overnight interest-rate swaps (OIS, also referred to as EONIA swaps) and other IRS – the figure shows the share of OTC derivatives linked to the foreign exchange market, comprising FX swaps and cross-currency swaps (Xccy swaps). The figure shows that measured by volume, the OIS and FX swap markets are by far the most important OTC derivatives market segments, followed by other IRS. According to the ECB (2007b), the unweighted maturity evolution of OIS transactions shows that half of the activity in the EONIA swap market took place in contracts expiring in one month or less.
Credit derivatives

As can be seen in Table 3.6, a very important development in the OTC derivatives markets during the last years has been the emergence of credit derivatives. The essence of a credit derivative is a contract in which a credit-protection seller promises a payment to a credit-protection buyer contingent upon the occurrence of a credit event (Anderson and McKay, 2008). The various types of contracts differ according to the terms and conditions that govern the promised payment, such as the definition of the ‘credit event’. Various definitions are used, including formal bankruptcy and default. Increasingly diverse and complex products have appeared, but the most popular type of credit derivatives is the single-name credit default swap (CDS). Under this contract, the protection seller promises to buy at par from the protection buyer a specified bond (Anderson and McKay, 2008). A CDS requires fixed and regular premium payments from the protection buyer to the protection seller until a credit event occurs or the CDS matures. The premium is calculated as a percentage (called credit spread) of the nominal value of the reference obligation (the notional amount). Apart from single-name CDSs, the contract may refer to more (portfolio swaps and CDS indices) reference entities (i.e., the underlying names on which credit risk is exchanged). A CDS resembles an insurance contract, in that it protects the ‘protection buyer’ against predefined credit events, in particular the risk of default in return for a periodic fee paid to the protection seller. Following a credit event, contracts settle either physically (i.e., through the delivery to the protection buyer of defaulting bonds and/or loans for an amount equivalent to the notional value of the swap) or in cash, with the net amount owed by the protection seller determined after the credit event (IMF, 2005). CDSs are an attractive instrument for risk management. Protection buyers can transfer credit risks without transferring credit claims or debt securities, while protection sellers can assume credit risks without granting credit or buying debt securities. So, both sides can optimise credit-risk portfolios relatively efficiently (ECB, 2007c).

Data on notional amounts of CDSs on euro-denominated reference obligations are not available. Table 3.7, taken from ECB (2007c), describes the development in notional CDS amounts outstanding worldwide from two different sources, i.e., the ISDA and the BIS. The data from the two sources differ substantially. Nevertheless, they all indicate average annual growth rates in the CDS markets of 100 per cent or more. According to the ECB (2007c), the CDS market has grown far more rapidly than any other financial market segment over the past five years.
The most common maturities of CDSs are three, five, seven, and ten years, with the five-year maturity serving as a benchmark. The most active market participants in CDS markets, both as protection buyers and sellers, have been banks, hedge funds, and insurance companies. The majority of reference obligations are bonds or loans that are rated A or better (ECB, 2007c).

### Table 3.7 Notional amounts of CDSs outstanding ($ billion), 2003–2006

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>BIS</td>
<td>n.a.</td>
<td>n.a.</td>
<td>10,211</td>
<td>20,352</td>
</tr>
<tr>
<td>ISDA</td>
<td>2,688</td>
<td>5,442</td>
<td>12,430</td>
<td>26,006</td>
</tr>
</tbody>
</table>

Source: ECB (2007c)

The most common maturities of CDSs are three, five, seven, and ten years, with the five-year maturity serving as a benchmark. The most active market participants in CDS markets, both as protection buyers and sellers, have been banks, hedge funds, and insurance companies. The majority of reference obligations are bonds or loans that are rated A or better (ECB, 2007c).

### 3.6 Conclusions

Financial markets release information to aid the price-discovery process, they provide a platform to trade, and they provide an infrastructure to settle trades. The main trading mechanisms are quote-driven and order-driven markets.

The euro money market is the market for euro-denominated short-term funds and related derivative instruments. It consists of various segments, including unsecured deposit contracts with various maturities, ranging from overnight to one year, and repurchase agreements (repos, i.e., reverse transactions secured by securities) also ranging from overnight to one year. Credit institutions account for the largest share of the euro money market. The ECB has a major influence on the money market via its use of various monetary policy instruments (reserve requirements, standing facilities, and open-market operations). There are three main market interest rates for the money market: EONIA (euro overnight index average), EURIBOR (euro interbank offered rate), and EUREPO (the repo market reference rate for the euro).

The EU bond market has experienced spectacular growth since the introduction of the euro and is now matching the US bond market in size. The bulk of euro-denominated bonds (i.e., debt securities with a maturity of more than one year) is issued by euro area issuers. Although the share of corporate bonds in all euro-denominated bonds outstanding has risen, government bonds still form the most important market segment. Also after the introduction of the euro yield differentials vary considerably across countries, while for each country the yield differential varies considerably over time. The issuance of asset-backed securities has increased rapidly during the last decade.
The importance of equity finance in the EU is growing, although there are large differences across exchanges. The market capitalisation of Euronext and the London Stock Exchange, which are the biggest exchanges in terms of turnover, are much higher than those of other exchanges in the EU. Despite the increase in equity finance, public-equity markets play a limited role as a source of new funds for corporations that raise external financing generally via bank loans or debt securities. Still, the number and value of initial public offerings grew spectacularly from the mid-1990s.

Derivatives are financial instruments whose value is derived from the value of something else. They are traded on organised exchanges or over-the-counter. Derivatives can provide for a source of income but are also important risk-management tools. The most important derivatives are futures, forwards, options, and swaps. During recent years credit derivatives have become important. These are contracts in which a credit-protection seller promises a payment to a credit-protection buyer contingent upon the occurrence of a credit event.

NOTES

1. Insiders of a company may have more information than outsiders. Regulation typically forbids insider trading (see chapter 10).
2. The Financial Stability Forum (FSF) brings together senior representatives of national financial authorities (e.g., central banks, supervisory authorities, and treasury departments), international financial institutions, international regulatory and supervisory groupings, committees of central bank experts, and the European Central Bank.
3. In addition, the derivatives markets have become increasingly important over recent years. The derivative money-market segments can be grouped into exchange-traded instruments, such as short-term interest rate futures and options, and instruments that are typically traded over-the-counter. This section will focus on the unsecured deposit markets and the secured repo markets.
4. Since June 2000, MROs have been conducted as a multiple-rate (American) auction, i.e., bidders are served going down from the highest rates bid to the lowest ones at the rates they effectively bid in the auction until the quantity to be allotted is exhausted.
5. See http://www.euribor.org/html/content/panelbanks.html for an overview of the banks in the panel.
6. The modified duration measures the change in the current value of the debt portfolio when the yield of the portfolio changes by 1 basis point.
7. The lower limit for government securities to be eligible for trading on EuroMTS is €5 billion.
8. Hypothetical underlying quantity upon which payment obligations are based.
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This chapter begins by defining financial integration and identifying its drivers. Financial integration may be defined as a situation without frictions that discriminate between economic agents in their access to – and their investment of – capital, particularly on the basis of their location. Not only market forces but also collective action and public action are shown to be driving financial integration.

The second part of the chapter deals with measuring financial integration. Three categories of measures have been used for this purpose. The first category consists of price-based indicators that measure discrepancies in prices or returns on assets caused by the geographic origin of the assets. The second category consists of news-based measures. The underlying idea is that in a financially integrated area, portfolios should be well diversified so that news (i.e., arrival of new economic information) of a regional character has little impact on prices, whereas common or global news is relatively more important. The third category of measures are quantity-based indicators that measure the effects of frictions faced by the demand for and supply of investment opportunities, like cross-border activities or listings, and statistics on the cross-border holdings of investors.

The third part of the chapter gives an overview of the extent to which various financial markets in the EU are integrated. An important reason why the European Union put the creation of a single financial market high on the policy agenda is that it widely believed that financial integration may stimulate economic growth. This growth effect and other consequences of financial integration are discussed at the end of the chapter.
4.1 Financial integration: definition and drivers

Definition of financial integration

While free capital mobility has been a reality in the EU since the late 1980s (see chapter 2), financial market segmentation due to exchange-rate risk persisted until the start of the monetary union in 1999. The introduction of the euro was a powerful catalyst for the creation of integrated financial markets by removing one of the most important obstacles to the cross-border provision of financial services. At the same time, it became clear that there are other impediments to truly integrated financial markets, such as different regulations and institutions across the Member States of the EU.

Following Baele et al. (2004, 2008), the following definition of an integrated financial market is adopted: the market for a given set of financial instruments and/or services is fully integrated if all potential market participants with the same relevant characteristics
(1) face a single set of rules when they decide to deal with those financial instruments and/or services;
(2) have equal access to the above-mentioned set of financial instruments and/or services; and
(3) are treated equally when they are active in the market.

Full integration requires the same access to banks or trading, clearing, and settlement platforms for both borrowers and lenders, regardless of their country of origin. In addition, full integration requires that there is no discrimination among comparable market participants based solely on their location of origin (Baele et al., 2004).
This definition of financial integration is closely linked to the law of one price, which most empirical studies on financial integration take as the definition of financial integration (see section 4.2). According to the law of one price, assets with identical risks should be priced identically regardless of where they are transacted. As Baele et al. (2004) point out, the law of one price is very attractive since it allows for quantitative measures of financial integration, but it can be tested only on instruments that are listed or quoted. Hence, the analysis based on the law of one price cannot serve as a basis for measuring integration among unlisted instruments.

Drivers of financial integration

What drives financial integration? Following the ECB (2003), a differentiation can be made between (i) market forces, (ii) collective action, and (iii) public action.

Market forces

The first driver of financial integration is market forces. Firms benefit from the lower cost of capital that enhanced competition brings about, allowing a better allocation of capital. More productive investment opportunities will become available, and a reallocation of funds to the most productive investment opportunities will take place. Investors also benefit from access to a broader range of financial instruments and more opportunities to diversify their portfolios. The complete elimination of barriers to trading, clearing, and settlement platforms will allow firms to choose the most efficient trading, clearing, and/or settlement platforms. Also financial intermediaries may profit by exploiting the potential economies of scale and scope that a larger market offers. But financial intermediaries may also face pressure on their profit margins.

Figure 4.1 illustrates the impact of enhanced competition with an example. The starting position is a market rate of 4 per cent. In a segmented market with low competition, a bank lends to firms at 6 per cent and offers depositors a return of 2 per cent. The bank earns a margin of 4 per cent. As markets integrate, increased competition forces the bank to reduce its lending rate to 5 per cent and to increase its deposit rate to 3 per cent. The lending firms experience a lower cost of capital, while depositors receive a higher return. The margin for the bank is reduced to 2 per cent. The bank can (partly) offset the reduction of its profit margin by increasing its business in an integrated market.
Since investors and financial intermediaries may benefit from financial integration, market forces could lead to the elimination of market segmentation. For instance, issuance practices of government-bond issuers converged towards what was perceived as ‘best’ practice because they had to compete to attract investors (Wolswijk and De Haan, 2005). Likewise, mergers of stock exchanges, clearinghouses, and securities settlement systems are often motivated by efforts to exploit the economies of scale and scope potentially available within a broader market. Of course, market forces can foster integration only if there are no legislative or regulatory obstacles standing in the way.

**Collective action**

Sometimes market forces alone are not sufficient to remove obstacles to integration. This may happen, for instance, due to network externalities in the financial system. The more participants use a particular market, the more benefits it generally brings to its users. These benefits include greater depth and liquidity, reduced transaction costs, as well as easier and more effective opportunities for risk management (ECB, 2003). Individual market participants will not take these externalities into account. Through collective action, market participants can, for instance, agree on standard technical features of financial instruments, the definition of common practices and conventions, or the establishment of reference indices. However, the existence of powerful network externalities may also hamper integration as strong network effects
are often associated with high switching costs, i.e., the cost of switching from one set of organisation, practices, conventions, rules, and infrastructure to another. A switch to a pan-European market entails costs – at least in the short term – for participants in national markets (ECB, 2003).

In 1998 a series of market conventions sponsored by several market organisations stimulated financial integration. A good example is the rules applicable to the basic market interest-reference rate, the EURIBOR (the rate at which euro interbank term deposits are offered by one prime bank to another at 11 am CET). A similar initiative permitted the establishment of the other basic interest reference rate for overnight unsecured interbank deposits, the EONIA. In 2002, another market convention added a new reference index, the EUREPO, i.e., the rate at which one prime bank offers funds in euros to another prime bank if in exchange the former receives eligible assets as collateral from the latter (see chapter 3 for further details).

Another good example of collective action is the creation of the Single Euro Payments Area (SEPA) that will allow customers to make non-cash euro payments to any beneficiary located anywhere in the euro area using a single bank account and a single set of payment instruments. In other words, there will no longer be any differentiation between national and cross-border retail payments within the euro area. This is a major step towards integration. Despite the introduction of the euro in 1999 and the development of TARGET (the EU-wide large-value payment system operated by the ESCB; see chapter 5), retail payments continued to be processed differently throughout the euro area. However, in 2002, the banking industry took the initiative to create the European Payments Council (EPC), which defined the new rules and procedures for euro payments. The goal of SEPA is an integrated, competitive, and innovative retail payments market for all non-cash euro payments which, in time, will be conducted entirely electronically.

Public action

While financial integration benefits first and foremost the market community, its effects are much more widespread (see section 4.4). The pervasive effects of financial integration on the whole economy justify the involvement of public authorities to support its development towards an optimal outcome, e.g., in situations where a public good cannot be supplied privately or where a market or co-ordination failure occurs (ECB, 2003). In both cases, neither market forces alone nor collective action within the private sector is sufficient to deliver the desirable level of integration. In this context, action by public authorities may come in many forms. It can be a catalyst or facilitator of
collective action to help overcome co-ordination problems (for instance, the neutral role of the ECB in the fixing of the EONIA rate as a service to the banking sector). It can also extend to direct intervention, as in the case of the development of TARGET. An essential responsibility of public action is the establishment of an appropriate legislative and regulatory framework. The European Commission’s FSAP, described in chapter 2, aims to create a single wholesale market and an open and secure retail market.

A good example of ‘FSAP in action’ is the regulation on cross-border euro payments (No 2560/2001) that gives EU consumers a guarantee that when they make a payment in euros to an account in another EU Member State, it will cost the same as it would to make a payment within their own Member State. As of 1 January 2006, the regulation applies to payments of up to €50,000. According to the European Commission (2006), prior to this regulation charges for cross-border euro payments were often excessive, with a €100 transfer costing the consumer on average €24. According to the Commission, charges for cross-border euro payments have reduced significantly since the introduction of the regulation, with a €100 transfer now costing on average less than €2.50.

4.2 Measuring financial integration

Following Baele et al. (2004, 2008), integration of financial markets can be assessed using three categories of measures. The first broad category consists of price-based indicators, which measure discrepancies in prices or returns on assets caused by the geographic origin of the assets. Most empirical research on financial market integration in Europe compares rates of return on assets. To properly test for integration, one should compare the prices of assets that have identical cash flows and risk characteristics but that are traded in different countries. The risk of an asset’s return is composed of a systematic part and an idiosyncratic part; the latter can be diversified away, the former cannot. While this type of risk may be considered negligible in some cases, for example in the money market, it is crucial to control for it in the corporate bond and equity markets (Baele et al., 2004).

The second category of measures consists of news-based indicators. The underlying idea is that in a financially integrated area, portfolios should be well diversified so that news (i.e., arrival of new economic information) of a regional character has little impact on prices, whereas common or global news is relatively more important. This presumes that the degree of systematic risk is identical across assets in different countries.
The third category consists of *quantity-based indicators*, which quantify the effects of frictions faced by the demand for and supply of investment opportunities. Examples are statistics giving information on the ease of market access, such as cross-border activities or listings, and cross-border holdings of securities. However, cross-border activity is an imperfect measure of integration. Increased cross-border traffic typically indicates an increase in integration. But there is no need for cross-border activity in a fully integrated market, as prices are the same everywhere.

The remainder of this section will provide further details on these measures of financial integration.

**Price-based measures**

The construction of price-based integration measures for the money and government-bond markets is facilitated by the fact that relatively homogeneous assets are available across countries. A widely used measure in research on integration of government-bond markets is the *difference between local yields and some benchmark*, which is often the German yield. In the market for ten-year government bonds, for instance, market participants consider German bonds to be the reference bond. Consequently, it seems reasonable to measure integration in this segment of the bond market by calculating the spread between the yield on a local asset and the German benchmark asset. In perfectly integrated markets the spread should be equal to zero. The time variation in the size of the spread serves as a good indicator of how integration is proceeding in a particular country and market.¹

Another measure, proposed by Adam *et al.* (2002), is the *beta-convergence measure*. This concept has been developed in the economic growth literature but can be adapted for measuring financial-market integration. It measures the speed of adjustment of deviations of countries to the long-run benchmark value. It involves running the following panel regression:

\[
\Delta R_{i,t} = \alpha_i + \beta R_{i,t} + \sum_{l=1}^{L} \gamma_l \Delta R_{i,t-1} + \varepsilon_{i,t}
\]

(4.1)

where \( R_{i,t} \) represents the yield spread on a ten-year government bond in country \( i \) at time \( t \), relative to the German benchmark rate, \( \Delta \) is the difference operator, and \( \alpha_i \) is a country dummy. \( \beta \) is the coefficient with respect to the yield spread, and \( \gamma_l \) is the coefficient with respect to lagged yield differences. The error term on the right-hand side of the equation \( \varepsilon_{i,t} \)
denotes exogenous shocks that force interest-rate differentials between the considered countries.

A negative $\beta$ coefficient signals convergence (if $\beta=0$ there is no convergence). In the case of a negative $\beta$, yields in countries with relatively high yield spreads decrease more rapidly towards the benchmark rate than yields in countries with relatively low yield spreads. Moreover, $\beta$ is a direct measure of the speed of convergence in the overall market.

While beta-convergence measures the speed of convergence, it does not indicate to what extent markets are already integrated. Therefore, Adam et al. (2002) also use the cross-sectional dispersion in yields as a measure of the degree of integration, to which they refer as ‘sigma convergence’. Also this measure is borrowed from the empirical growth literature, where sigma convergence is said to occur if the cross-sectional distribution of a variable (in the economic growth literature this is typically income per capita) decreases over time. This indicator can be calculated at each point in time by taking the standard deviation of yields across countries. If the cross-sectional standard deviation $sd(i)_t$ is zero, the law of one price applies fully. The degree of financial integration increases when the cross-sectional standard deviation has a downward trend (moves towards zero). This measure is obtained from a regression of the cross-sectional dispersion on a time trend. It is also possible to differentiate between time periods. Adam et al. (2002) estimate, for instance, the following regression to check whether there is a systematic difference in convergence before and after the introduction of the euro:

$$sd(i)_t = (\alpha^{pre} + \sigma^{pre trend})D^{pre} + (\alpha^{post} + \sigma^{post trend})D^{post} + \varepsilon_t$$

(4.2)

where $sd(i)_t$ is the cross-sectional standard deviation in period $t$ and $D^{pre}$ and $D^{post}$ are dummy variables that take value 1 before and after January 1999, respectively (and zero otherwise). Perfect convergence is achieved when the slope ($\sigma$) and the intercept ($\alpha$) coefficients are both zero. By comparing the intercepts and the slopes before and after the start of the currency union, it becomes possible to assess convergence before and after the adoption of the euro.

Baele et al. (2004) suggest measuring the degree of integration by examining whether discrepancies between interest rates in different countries are larger than within countries, arguing that in an integrated market the cross-country dispersion is not expected to be greater than the within-country dispersion. This analysis may be useful for particular markets, such as the unsecured overnight market (see chapter 3) where the dispersion of lending rates of
individual banks across countries can be compared with the dispersion of bank rates within countries at each point in time. The ratio between these two measures of dispersion should be close to one if the market is fully integrated. If markets are not integrated, overnight lending rates may tend to be more dispersed across countries than within countries, raising the ratio above one.

In sum, the cross-sectional dispersion of interest-rate spreads or asset-return differentials can be used as an indicator of how far away the various market segments are from being fully integrated. Beta convergence is an indicator for the speed at which markets are integrating. Finally, the degree of cross-sectional variation of yields and (for some markets) the cross-border yield variation relative to the yield variability within individual countries may be informative with respect to the degree of integration.

**News-based measures**

To make news-based measures operational, one needs to provide a proxy for common news. Baele et al. (2004) argue that yield changes in the benchmark asset could be used to proxy all relevant common news. They suggest running the following regression:

\[
\Delta R_{i,t} = \alpha_{i,t} + \beta_{i,t} \Delta R_{b,t} + \varepsilon_{i,t}
\]

where \(\Delta R_{i,t}\) is the change in the yield on an asset in country \(i\) at time \(t\), \(\Delta R_{b,t}\) is the yield change on a comparable asset in the benchmark country \(b\), \(\alpha_{i,t}\) is a time-varying intercept, \(\beta_{i,t}\) is the time-dependent beta with respect to the benchmark asset, and \(\varepsilon_{i,t}\) denotes a country-specific shock. If financial integration increases:

(i) the intercept \(\alpha_{i,t}\) will converge to zero, since in integrated markets yield changes in one country should not be systematically larger or smaller than those in the benchmark market;

(ii) the coefficient \(\beta_{i,t}\) will converge to one, so that the average distance of the different country betas to unity may serve as an integration measure for the overall market. The reason is that \(\beta_{i,t}\) depends on both the correlation between local and benchmark yield changes and the ratio between local and benchmark yield volatilities. When integration increases, yield changes should increasingly be driven by common factors, and the correlation should increase towards one. For the same reason, the level of local volatility should converge towards that of the benchmark asset. As a result, increasing integration implies that \(\beta_{i,t}\) should converge to one (Baele et al., 2004);
(iii) the proportion of the variance in $\Delta R_{i,t}$ explained by the common factor $\Delta R_{b,t}$ will increase towards 1, so that the proportion of local variance explained by the common factor can be used as another measure of integration. The reason is that the country-specific error $\varepsilon_{i,t}$ in equation (4.3) should shrink as integration increases.

This method can be used to assess integration of the bond and credit markets. A variant of this approach can be used to assess integration of equity markets. The natural equivalent to the benchmarks for the equity market is to use returns on a euro area-wide equity-market portfolio. However, Baele et al. (2004) argue that available empirical evidence shows that equity returns are significantly affected by global factors, not just regional ones. Hence, for the purpose of examining integration in euro-area equity markets, they distinguish between global and euro area-wide effects on equity returns in the euro area. To this end, Baele et al. use the return on US stock markets as a proxy for world news, while the return on a euro area-wide stock-market index, corrected for US news, is used as the euro factor. While returns for all countries share the same two factors, they are allowed to have different sensitivities to these common factors. The portion of local returns not explained by common factors is due to local news.

**Quantity-based measures**

Baele et al. (2004) classify these measures into two groups. The first group includes measures dealing with cross-border activities in a specific market, and the second group refers to measures dealing with home bias.

Cross-border activity measures can be applied to the credit market and the money market. One way to assess the progress made towards integration is to consider whether the existing barriers to entry imposed on foreign economic agents willing to invest in a specific region have been reduced over time. An increase in the volumes of cross-border loans to non-banks and interbank loans would suggest that it has become easier for foreigners to access a regional credit market. In chapters 7 and 9 the cross-border activity of banks and insurers will be discussed.

For corporate and government bonds, Baele et al. (2004) regard an increase in the share of non-domestic bond holdings as a sign of further integration as it reflects that economic agents are able to access non-domestic financial products more easily. The extent of the home bias, i.e., the degree to which agents invest in domestic assets even though risk is shared more effectively if foreign assets are held, is a sign that financial integration is still not complete. In chapter 6 the home bias of the portfolios of institutional investors will be discussed.
4.3 Integration of European financial markets

This section summarises the main findings of empirical research on European financial integration. The available evidence suggests that the degree of integration varies depending on the market segment (ECB, 2007a) and is correlated with the degree of integration of the underlying financial infrastructure (see chapter 5 for further details). The markets have been described in more detail in chapter 3.

Box 4.1 Euro area vs. non-euro area member countries*

The information shown in section 4.3 refers only to countries in the euro area as our main source of information. The ECB provides information for the euro area only. In a somewhat older study, Adam et al. (2002) contrast samples consisting of euro-area countries and all (then) EU Member States. Table 4.1 is reproduced from this study. It shows estimates of equation (4.2) for both samples of countries. There is more evidence of convergence in the euro area than for the sample of EU countries, although convergence also occurred in the latter sample. In the interbank three-month rates the negative trend is more pronounced after 1999 for both groups of countries. The coefficients before and after 1999 are statistically different from each other, as indicated by the F-test. Across the euro area, perfect convergence is achieved after 1999. Most of the convergence in the ten-year government-bond market occurs before 1999 and among euro-area countries (also in this case the F-test rejects the hypothesis that the slope coefficients are equal).

Hardouvelis et al. (2006) have examined to what extent the integration of equity markets in the EU is related to monetary integration. They assess the evolution of the relative influence of EU-wide risk factors over country-specific risk factors on required rates of return. The authors find that in the second half of the 1990s, the degree of integration gradually increased to the point where individual euro-area country stock markets appear to be fully integrated into the EU market. An important factor that drove the increase in the level of integration was the evolution of the probability of joining the single currency, that is proxied by each country’s forward interest-rate differential with Germany. During the 1990s, this forward interest differential was widely used by market analysts as an indicator of the probability that an EU country would eventually manage to join the currency union. In contrast to the euro-area countries, the United Kingdom did not show any signs of increased stock-market integration. As pointed out in chapter 2, the UK has always been ambivalent about joining the euro area, having a so-called ‘opt-out’ clause. According to Hardouvelis et al. (2006, p. 367), ‘the United Kingdom is the exception that proves the rule, indicating that the forces behind the formation of the Eurozone had a special role in stock market integration’.
Money market

To assess the extent to which the various segments of the money-market rate are integrated, Figure 4.2 shows one of the price-based indicators explained in section 4.2, namely the (unweighted) standard deviation of the average daily interest rates prevailing in each euro-area country.

As the first panel of Figure 4.2 shows, the unsecured money market reached a stage of ‘near-perfect’ integration almost immediately after the introduction of the euro. The cross-sectional standard deviation of the EONIA lending rates and the 1-month and 12-month EURIBOR rates across euro-area countries fell sharply to close to zero following the introduction of the euro, and has remained stable thereafter.

The second panel of Figure 4.2 shows the standard deviation of the same interest rate, zooming in on the period after the start of the currency union. It becomes clear that even though the standard deviations are very low, they are not constant. For instance, at the end of 2006, the standard deviation for the EONIA increased.

The high level of integration suggested by price-based indicators for the euro-area money market coexists with a limited degree of cross-border activity in the euro-area short-term debt-securities market, as shown in Figure 4.3. According to the ECB (2007a), this may be due partly to the fact that short-term debt securities issued by euro-area governments have very similar risk characteristics and therefore offer little scope for international diversification.
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Figure 4.4 shows the evolution of the standard deviations of the government yield spreads over benchmark bonds. As explained in chapter 3, market participants in the market for ten-year government bonds in the euro area consider
German bonds to be the reference bond. In the two- and five-year segments, French government bonds are used as the benchmark. The cross-country standard deviations of government-bond yield spreads are calculated on the basis of daily data for the government-bond yield spreads relative to the benchmark. The figure shows that after the significant drop in the run-up to EMU,
the dispersion of yield differentials remains close to zero; there is no further decrease after 1999. Overall, the cross-sectional dispersion for the two- and five-year maturities closely follows the pattern observed for the ten-year maturity bonds. However, before 1998 the dispersion in ten-year government bond yield spreads was systematically lower compared with the other segments.

As explained in section 4.2, in fully integrated markets bond yields should react only to common news, since purely local risk factors can be diversified away. This is the underlying idea of equation (4.3). Figure 4.5 shows the results. From the individual country regressions, the unweighted average $\alpha_{i,t}$ and $\beta_{i,t}$ values are calculated and measured in proportion to the values implied by complete market integration (0 and 1, respectively). The analysis is based on monthly averages of government-bond yields. The average distance in cross-country betas has come down significantly, from more than 1.0 in 1998 to close to 0 as of the end of 2000. The cross-sectional dispersion in the intercept has followed a similar pattern and stayed consistently below a level of around 1.5 basis points.

The measures of integration indicate that the degree of integration in the euro-area government-bond market has been very high since 1999. With the introduction of the euro, government-bond yields converged swiftly in all countries and yields became increasingly driven by common news. However, the results also indicate that yields of government bonds with similar, or in many cases identical, credit risk and maturity have not entirely converged. Differences in liquidity as well as in the availability of developed derivatives markets tied to the various individual bond markets may partly account for these spreads (Baele et al., 2004). Overall, the evidence shows that euro government-bond markets now exhibit a high degree of integration, albeit not as high as in the euro-area money market.

**Corporate bond market**

In analysing corporate bond-market integration, yield differentials relative to a benchmark cannot be used, as corporate bonds are generally not sufficiently homogeneous to allow for easy comparison. The yield on a corporate bond typically depends on a number of factors, such as the bond’s credit rating, time-to-maturity, liquidity, and cash-flow structure. Baele et al. (2004) introduce a model that investigates whether yields, once corrected for differences in systematic risk and other characteristics, still depend on the country where the bond was issued. In its most recent assessment of financial-market integration, the ECB (2007a) presents estimates of such a model, testing whether risk-adjusted yields have a systematic country component. In an
integrated market, the proportion of the total yield-spread variance that is explained by country effects should be close to zero. The indicators show that the euro-area corporate-bond market is quite well integrated: country effects explain only a very small and constant proportion of the cross-sectional variance of corporate bond-yield spreads (see Figure 4.6).

Further information on bond-market integration can be gained from data on the development of holdings of debt securities issued by governments and
non-financial corporations from other euro-area countries. The data available do not make a distinction between government and corporate bond holdings. The finding that bond markets are highly integrated is broadly confirmed by the strong rise in cross-border holdings (see Figure 4.7). According to the ECB (2007a), monetary financial institutions have strongly increased their cross-border holdings of debt securities since the end of the 1990s, from about 10 per cent to nearly 60 per cent. In particular, the holding of debt securities issued by non-financial corporations has increased remarkably from a very low basis, suggesting that investors are increasingly diversifying their portfolios across the euro area.

**Equity market**

If the equity markets in the euro area were integrated, prices should be mainly driven by common euro-area factors rather than country-specific ones. Assuming that equity returns in euro-area countries react to both a local and a global factor – proxied respectively by shocks in aggregate euro-area and US equity markets – it is possible to measure the proportion of the total domestic equity volatility that can be explained by local and global factors respectively. *Ceteris paribus*, a higher variance ratio associated with euro area-wide changes is an indication of a more integrated euro-area equity market,
signalling that national stock-market returns are increasingly driven by common news. Figure 4.8 shows that the variance ratios have increased over the past 30 years with respect to both euro-area-wide and US shocks, although the rise has been the strongest for the former. This suggests that regional euro-area integration has proceeded more quickly than worldwide integration.
At the same time, the level of the variance explained by common factors (about 38 per cent for euro-area shocks and 15 per cent for US shocks) reveals that local shocks are still important.

Also quantity-based measures of euro-area equity-market integration indicate a rising degree of integration in the equity markets (see Figure 4.9). Between 1997 and 2005 euro-area residents doubled their holdings of equity issued in another euro-area country (as a share of their total portfolio of shares issued in their own country and elsewhere in the euro area) to reach 29 per cent. The share of euro-area equity assets held outside the euro area remained much lower and increased only slightly. Since the introduction of the euro, euro-area investors have partially reallocated their equity portfolio from domestic holdings to holdings elsewhere within the euro area (see chapter 6 for further details).

So far, we have discussed financial integration in the EU-15. Box 4.2 reports on financial integration of the new EU Member States.

### 4.4 The consequences of financial integration

According to Baele et al. (2004), financial integration has three benefits: more opportunities for risk sharing and diversification, better allocation of capital, and the potential for higher growth. Financial integration may also have implications for financial stability and the structure of the EU financial system. These consequences of financial integration will be discussed in turn.
The reports of the ECB on financial integration do not provide information regarding the new Member States of the EU (NMS). Cappiello et al. (2006) assess the degree of financial integration of Cyprus, the Czech Republic, Estonia, Hungary, Latvia, Poland, and Slovenia, amongst themselves and with the euro area. These authors examine integration between the NMS and the euro zone across two different periods: the pre-convergence and the convergence periods. They employ a factor model for market returns that distinguishes between common and local components. The intuition behind the model is similar to the news-based indicators discussed in section 4.2, i.e., the higher the amount of return variance explained by the common factor relative to the local components, the higher the degree of integration. The analysis is carried out on returns on equity market indices and ten-year government bonds.

The evidence suggests that the degree of integration of equity markets of the NMS with the euro zone has increased in their process towards EU accession. The three new EU member states with the largest economies and most developed financial markets (i.e., the Czech Republic, Hungary, and Poland) exhibit stronger return co-movements both between themselves and with the euro area. However, Capiello et al. (2006) find for the four smaller countries (i.e., Cyprus, Estonia, Latvia, and Slovenia) a very low degree of integration between themselves, although Estonia and, to a lesser extent, Cyprus show increased integration both with the euro zone and with the block of large accession economies. For the bond markets, Capiello et al. have reliable data for the largest countries only. They find that integration has increased only for the Czech Republic versus Germany (which is used as a benchmark for the euro area) and Poland.

In another recent study, Baltzer et al. (2008) apply various of the measures discussed in section 4.2 to the NMS. These authors find that financial markets in the NMS are significantly less integrated than those of the euro area. Nevertheless, Baltzer et al. conclude that there is strong evidence that the process of integration of the NMS has accelerated since their accession to the EU. This applies especially to money and banking markets that are becoming increasingly integrated both among themselves and vis-à-vis the euro area. Still, Baltzer et al. argue that the process of financial integration in the NMS is probably driven by different factors than those behind the euro area. The transition from planned to market economies has led to rapid financial developments, which has been further boosted by a strong foreign, mainly EU, banking presence (see chapter 8 for further details). In line with the results of Capiello et al. (2006), Baltzer et al. report that only the government-bond markets of the largest economies exhibit signs of integration. Indeed, Figure 4.10, which shows the spread between ten-year government bond yields of NMS and Germany, indicates that most NMS have been converging in recent years to the German benchmark. In particular, between the beginning of 2001 and mid-2003,
government-bond yields and yield spreads relative to the German benchmark declined substantially. However, afterwards spreads remained mostly stable or decreased even further, with the exception of those of Cyprus, Hungary, and Poland.

Finally, the evidence of Baltzer et al. for equities suggests a relatively low level of integration, although there is evidence that stock markets are increasingly affected by euro-area shocks, especially after the accession date (May 2004).

Financial integration will provide additional possibilities to diversify portfolios and share idiosyncratic risk across regions. When agents in an area fully share risk, the consumption of agents in one region co-moves with that of agents located in other regions of that area, while consumption does not co-move with region-specific shocks. There is some evidence suggesting that in the euro area consumption in the various countries is still affected by country-specific shocks. For instance, Adjaouté and Danthine (2003) find that consumption growth rates in the euro area are less correlated than are GDP growth rates, suggesting that risk-sharing opportunities are far from fully exploited. Likewise, Adam et al. (2002) reject the hypothesis that consumption growth rates are unaffected by idiosyncratic changes in GDP growth rates.
Greater financial integration may also allow a better allocation of capital. Due to the elimination of barriers to trading, clearing, and settlement platforms, firms will be able to choose the most efficient trading, clearing, and/or settlement platforms. In addition, investors can invest their funds wherever they believe these funds will be allocated to the most productive uses (Baele et al., 2004).

Financial integration may also affect economic growth, due to improved capital allocation and its contribution to financial development. As discussed in chapter 1, recent studies show that financial development is associated with higher economic growth. Why would integration spur financial development?

Integration will stimulate local financial markets and foster internal competition, as well as open these markets to competitive pressure from foreign intermediaries. Guiso et al. (2004) argue that financial integration should increase the supply of funds in the less financially developed countries of the integrating area. This may occur for two reasons. First, integration facilitates the entry of more efficient intermediaries to firms in backward areas. Second, integration enables these firms to access more distant financial markets. In both cases, firms in less financially developed countries will face easier and cheaper access to external finance and this should spur capital accumulation and economic growth. Another reason why financial integration may affect financial development runs via improved regulation (Guiso et al., 2004). A 'level playing field' in regulation is an essential prerequisite of an integrated market, and this convergence in regulatory standards is likely to result in an improvement in the regulatory standards of less developed financial markets. All of this will contribute to further financial development, which in turn may affect economic growth. Therefore, financial integration can have a ‘growth dividend’ in Europe (see also Box 4.3).

Guiso et al. (2004) provide an estimate of this growth dividend, based on the empirical relationship between financial market development and growth in the manufacturing industry. These authors examine a scenario where EU countries raise their regulatory standards to the highest current EU standard. They estimate that the effect of achieving full financial integration on the growth of European manufacturing industry is around 0.7 percentage points per year. As EU manufacturing accounts for about one-fourth of EU total value added, this estimate translates into 0.2 percentage points of GDP growth. This overall growth effect results from markedly different country and sector effects, reflecting the heterogeneity of the EU in terms of sector composition and level of financial development. Especially smaller businesses are the main beneficiaries of integration as
Theoretically, the economic growth effects of international financial integration are ambiguous. On the one hand, integration facilitates risk sharing and thereby enhances production specialisation, capital allocation, and economic growth. It also eases the flow of capital to capital-scarce countries with positive output effects. Finally, financial integration may enhance the functioning of domestic financial systems, through the intensification of competition and the importation of financial services, with positive growth effects. On the other hand, in the presence of pre-existing distortions, integration can actually retard growth. For instance, in countries with weak institutions – like weak financial and legal systems – integration may induce a capital outflow from capital-scarce countries to capital-abundant countries with better institutions. This line of reasoning suggests that financial integration will promote growth only in countries with sound institutions.

Empirical research on the impact of integration on growth is complicated by the difficulty in measuring integration across a wide array of countries that may impose a complex array of price and quantity controls on a broad assortment of financial transactions. Researchers have used (i) proxies for government restrictions on capital flows, (ii) measures of actual international capital flows, or (iii) the accumulated stock of foreign assets and/or liabilities.

The IMF’s restriction measure is the most commonly used proxy of government restrictions on international financial transactions. It classifies countries on an annual basis by the presence or absence of restrictions, i.e., it is a zero-one dummy variable. The advantage of this variable is that it proxies directly for government impediments. Its disadvantage stems from the difficulty in accurately gauging the magnitude and effectiveness of government restrictions (Edison et al., 2002).

Measures of actual international capital flows are also employed to proxy for international financial openness. These measures are based on the assumption that more capital flows indicate more integration. The advantage of these measures is that they are widely available and they are not subjective measures of capital restrictions, but a disadvantage is that many factors influence capital flows, including economic growth (Edison et al., 2002).

Lane and Milesi-Ferretti (2001) have computed the accumulated stock of foreign assets and liabilities for an extensive sample of countries. These stock measures are less sensitive to short-run fluctuations in capital flows associated with factors that are unrelated to integration.

Empirical evidence yields conflicting conclusions about the growth effects of financial integration. While, for instance, Quinn (1997) finds that his measure of capital account openness is positively linked with growth, others report that this relationship is not robust (see Edison et al., 2002 for a more detailed review). Edison et al. (2002) examine the
they get access to a larger and more developed financial market than that within their national borders. As will be discussed in chapter 8, there is also some recent evidence that financial integration has benefited the new EU Member States.

Financial integration may also have an impact on financial stability, although its direction is not clear. On the one hand, a larger and more diversified financial system will be better able to absorb economic shocks than financial systems in individual countries. According to the ECB (2007a), highly integrated financial markets also allow a more efficient sharing of financial risk that ultimately enhances the stability of the financial system itself. On the other hand, financial integration may also increase the risk of cross-border contagion (ECB, 2003). Economic shocks will spread more easily and rapidly in an integrated financial system (see chapter 11 for a further discussion).

Financial integration may also affect the structure of the financial system, which in turn may have implications for financial stability. Although financial integration will bring about an improvement in the supply of finance in the less financially developed markets and an increase in the size of local financial markets, financial integration does not imply that the financial structures of the countries concerned will converge. As pointed out by Guiso et al. (2004), it is possible that the most financially developed countries will share the services provided by their financial system with the other integrating countries. The

growth impact of international financial integration, which they define as the degree to which an economy does not restrict cross-border transactions, using new data and new econometric techniques. The authors want not only to investigate the impact of international financial integration on economic growth but also to assess whether this relationship depends on the level of economic development, financial development, legal system development, government corruption, and macroeconomic policies. They use a wide array of measures of international financial integration for 57 countries, including (variants of) the IMF-restriction measure, various measures of capital flows (FDI, portfolio, and total capital flows), and the accumulated stock of liabilities (as a share of GDP) and the accumulated stock of liabilities and assets (as a share of GDP). Interestingly, the authors find that international financial integration does not accelerate economic growth even when controlling for particular economic, financial, institutional, and policy characteristics. However, in chapter 8 some recent research on the impact of financial integration in the NMS will be discussed that comes to more optimistic conclusions.
economies of scale and scope may fuel the expansion of the established intermediaries and markets of the more developed markets. For instance, banks of more developed countries may provide cross-border loans to the firms of less advanced countries, so that the additional provision of credit will not show up in the private domestic credit of the latter countries. Likewise, firms of less financially developed countries can decide to get their shares listed on foreign stock exchanges. Pagano et al. (2001) identify a variety of reasons for doing so: overcoming equity rationing in the domestic market, reducing their cost of capital by accessing a more liquid market, and signalling their quality by accepting the scrutiny of more informed investors or the rules of a better corporate-governance system. Cross-border bank lending and listing at foreign stock exchanges implies that quantitative indicators of the financial structure remain different.

An important consequence of this discussion is that the size of the financial market of a given country may no longer be a good indicator of its degree of financial development (Guiso et al., 2004). Distance and geographical segmentation become less important in financially integrated markets. In fact, in a fully integrated market, only the total size of the financial market of the integrating area matters as firms of a given country may have equal access to financial services of all other countries even if their domestic financial sector (scaled by GDP) differs from that in other countries. So differences in the size of local financial markets cannot be exploited to identify the link between financial development and economic growth if countries are perfectly financially integrated (Guiso et al., 2004).

4.5 Conclusions

This chapter defines financial integration as a situation without frictions that discriminate between economic agents in their access to – and their investment of – capital on the basis of their country. Market forces are an important driver of financial integration. Competition can initiate the elimination of segmentation between national markets, resulting in lower prices. Collective action by trade associations is also driving integration. The setting of reference rates, such as the overnight rate (EONIA) and the interbank rate (EURIBOR), is an example of collective action. Finally, public authorities can foster integration. The establishment of an integrated large-value payment system (TARGET) by the ECB was crucial to create a single money market. Likewise, the European Commission’s Financial
Services Action Plan contributes to completing the internal market for financial services.

There are different categories of financial-integration measures. Price-based measures are widely used to identify differences in returns caused by the geographic origin of the assets. While price-based indicators are the most direct measure of financial integration, they can be applied only to relatively homogeneous assets. Financial assets tend to differ in credit risk (corporate bonds) or business risk (equities). News-based measures assume that in an integrated market, only common or global news will move prices. Local news has little impact on a geographically diversified portfolio. Quantity-based measures examine cross-border activities. More cross-border business is an indicator of increased integration.

Examining the integration of Europe’s financial markets, it is found that the money market and the government bond market are fully integrated. The corporate bond market also appears to be quite well integrated: country effects explain only a minor part of the differences in corporate bond yield spreads. Equity market integration is more difficult to assess. The empirical evidence suggests a rising degree of integration of equity markets. After the introduction of the euro, euro-area investors have partially reallocated their equity portfolio from domestic securities to securities elsewhere within the euro area.

Finally, financial integration enables better risk sharing and better allocation of capital. The result is a more efficient and competitive financial system that promotes economic growth. There is also a downside to financial integration. While a well-diversified financial system can better absorb economic shocks, these shocks can also spread more easily in an integrated financial system. It is therefore important that financial stability policies should stay in tune with advances in financial integration (see chapter 11).

NOTES

1. In analysing other segments of the bond market, like the corporate bond market, one cannot directly analyse yield differentials relative to a benchmark to assess integration. Corporate bonds are generally not homogeneous enough to allow easy comparison as they differ in their cash-flow structure, liquidity, sector, and, most importantly, credit rating. See Baele et al. (2004, 2008) for various price-based measures to assess the integration of the corporate-bond market.

2. As Adam et al. point out, beta and sigma-convergence indicators have different informational contents. The reason is that mean reversion (β convergence) does not imply that the cross-sectional variance decreases over time (σ convergence).

3. This box heavily draws on Edison et al. (2002).
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Financial Infrastructures

OVERVIEW

This chapter discusses the payment and post-trading (i.e., securities clearing and settlement) systems in the EU. Over the past decade, the volume and value of transactions that are processed via these systems have grown tremendously. Stable and efficient payment and post-trading systems have become of great importance for the operation of financial markets and the economy in general. At present, these infrastructures are very fragmented and competition is limited.

This chapter starts by examining the different elements of payment and post-trading systems. A distinction is made between retail and wholesale payment systems. Given the growing importance of card-based payment systems, the main focus will be on the set-up of the existing card schemes. Furthermore, the different steps of the post-trading process, which arranges the transfer of ownership and the payment between buyers and sellers in security markets, will be discussed. Finally, the role of central banks in the oversight of payment and settlement systems will be clarified.

The second part of the chapter gives an overview of the economic features of payment and security market infrastructures. These infrastructures are characterised by economies of scale and scope, and network externalities. Understanding these characteristics should enable the reader to better comprehend (future) developments within the EU payment and security market infrastructures.

The third part of this chapter describes: (i) the current situation in the payment and post-trading industry, (ii) the barriers to cross-border payment and security settlement services, and (iii) recent initiatives to promote further integration. Despite the Single Market and the common currency, the internal market for retail payments and post-trading services remains fragmented and could benefit from enhanced competition. Recent initiatives have the potential to take away some of the existing barriers for integration.
LEARNING OBJECTIVES

After you have studied this chapter, you should be able to:

- define what a payment system is
- explain the difference between wholesale and retail payment systems
- describe the various steps of the post-trading process
- understand the economic characteristics of payment and security market infrastructures, and explain how these characteristics influence the EU market structure
- assess the extent to which the different elements of the EU financial infrastructure are integrated
- discuss the barriers that need to be removed in order to strengthen integration of financial infrastructures.

5.1 Payment systems and post-trading services

Payment systems

A payment is a transfer of money between economic actors. This transfer can take place, for example, between a consumer and a merchant to pay for delivered goods or services using cash and non-cash money. Cash payments require no systems for settlement between economic actors. Settlement is immediately final when bank notes or coins are handed over. This is different for non-cash payments, such as a transfer from a bank account. In order to settle a transaction, one bank account has to be debited and another has to be credited. Different systems are in place to make sure that the non-cash transfer is completed in a safe and efficient manner. If the transaction takes place between accounts held at the same bank, the bank’s internal administrative system can settle the transaction. In general, however, economic agents hold accounts at different banks and therefore non-cash payments require cooperation between banks. A payment system can be defined as a combination of technical, legal, and commercial instruments, rules, and procedures that ensure the transfer of money between banks. A distinction can be made between (i) retail payment systems and (ii) wholesale payment systems.
Retail payment systems

Retail payment systems are used for the transaction, clearing, and settlement of relatively low-value and non-time-critical payments initiated through payment instruments such as cheques, credit transfers, direct debits, and payment cards (BIS, 2001). Retail payments are generally made in large numbers (mass payments) by many economic actors and typically relate to the purchase of goods and services in both the consumer and business sectors (BIS, 2002a). Moreover, retail payments are made using a wide range of payment instruments and in varied contexts. Generally, private-sector systems are used for the transaction process and the clearing of retail payments.

Each retail payment system consists of:

- payment instruments used to initiate and direct the transfer of money between the accounts of the payer and the payee (see Box 5.1 for an overview of the main payment instruments available);

---

**Box 5.1 Core payment instruments**

*Credit transfers:* a payment initiated by the payer. The latter sends a payment instruction to his/her bank. The bank debits the payer's account and advises the receiver's bank to credit the beneficiary's account. This can happen through different channels and via intermediaries.

*Direct debit:* a payment initiated by the creditor, who sends the instructions to collect money via his/her bank or via a central processing entity (automated clearinghouse) to the debtor's bank(s). Direct debits are often used for recurring payments, like those for utilities. They require a pre-authorisation ('mandate') by the payer. Direct debits are also used for one-off payments in which case the payer authorises an individual payment.

*Payment card:* a differentiation can be made between two main types of card payment instruments: (i) *debit cards*, which allow the cardholder to charge purchases directly and individually to an account, and (ii) *credit cards*, which allow purchases within a certain credit limit. The balance is settled in full or partly by the end of a specified period. In the latter case the remaining balance is taken as extended credit on which the cardholder must pay interest.

*Cash:* in the euro area, only the ECB has the right to authorise the issue of banknotes. The national central banks in the euro area bring bank notes into circulation by providing them to the banking sector. Banknotes are mainly distributed to the public via ATMs (automated teller machines).

*Source:* European Central Bank
• payment infrastructures for transacting and clearing payment instruments, processing and communicating payment information, and transferring payment information between the paying and receiving institutions;
• financial institutions that provide payment accounts, instruments, and services to consumers, and organisations that operate payment transaction, clearing, and settlement service networks for those financial institutions;
• market arrangements (or payment schemes) such as conventions, regulations, and contracts for producing, pricing, delivering, and acquiring the various payment instruments and services in order to maintain a minimum level of efficiency and security between all payment service providers in a market. A payment scheme is the set of interbank rules, standards, and practices for the provision or operation of specific payment instruments. In a more practical sense, the scheme defines the characteristics of a specific payment instrument, e.g., the authorisation procedures, the fee structure, and the maximum time frame within which a payment is processed, thereby laying down the rules with which all participating payment service providers have to comply. These rules ensure predictability, security, and efficiency in the provision of the given payment instrument;
• laws, standards, rules, and procedures set by legislators, courts, and regulators that define and govern the mechanics of the payment process and the conduct of payment service markets in order to make payment service providers meet public policy goals (BIS, 2006).

A payment can start with a transaction initiated by the payer (push transaction) or initiated by the payee (pull transaction) and ends at the moment when the payee has received the agreed amount of money in good order. Depending on the actual payment instrument and the organisation of the banking sector, the payment instruction travels through one or more of the following: from an entry bank (paying/receiving bank or branch) to a settlement bank (bank head office or correspondent bank) and then to a clearinghouse or processing centre (see Figure 5.1). The latter is a central processing mechanism through which financial institutions agree to exchange payment instructions. Settlement takes place at a designated time based on the rules and procedures of the clearinghouse (see also the next section on wholesale payment systems). In most cases the actual settlement of the payment takes place at the central bank (or in some cases a private entity) where the respective settlement banks have their accounts. The distribution of the payment to the payee completes the payment process. Payment finality, i.e., the guarantee of a payment to the payee, is critical in this respect.
The efficiency of retail payment systems has been enhanced over time by the transition from:
- cash payments to demand deposits and book money;
- paper-based payments to electronic payment systems; and
- manual processing of payments to automated end-to-end processing. The latter is also referred to as straight-through processing (STP).

Strengthening the efficiency of these systems is essential as the costs of retail payments to society are substantial. Brits and Winder (2005) estimate that the costs of point-of-sale (POS) payment instruments in the Netherlands amount to €0.35 per transaction, making up 0.65 per cent of GDP. The authors find that e-purses or electronic wallets are most cost efficient, irrespective of the size of a transaction. Cash is most economical for purchases below €11.63, while the debit card is to be preferred for larger purchases. In a similar study conducted for Sweden, Bergman et al. (2007) report that the overall cost of payments at a point of sale is approximately 0.4 per cent of GDP. Debit and credit cards are socially less costly than cash for payments above €8 and €18, respectively. The latter is interesting, as Brits and Winder (2005) argue that from a cost perspective credit cards should not be used at all. Notwithstanding these differences, it follows from both studies that a shift towards a more cashless society is likely to improve economic welfare.

Despite its relatively high costs, cash is still most frequently used by European citizens, as at least six out of seven payments are made in cash (Capgemini, 2007). However, non-cash payments (like cheques, credit transfers, direct debits, and payment cards) account for most of the value of
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The process of initiating and receiving payments (push transaction)
payments in the EU, and the number of electronic payments (such as card 
transactions) has been growing rapidly (see Table 5.1). Figure 5.2 shows that 
the average value of an individual payment differs substantially between the 
various non-cash payment instruments, ranging from €60 for debit cards to 
€1838 for cheques. The average value of individual payments made by cards
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**Table 5.1** Growth rate of non-cash payment instrument, 2001–2005

<table>
<thead>
<tr>
<th>Number of transactions per payment instrument (millions)</th>
<th>Compound annual growth rate (%)</th>
<th>Share of the different instruments (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total</td>
<td>2001 51,542 2005 66,638</td>
<td>2001 100 2005 100</td>
</tr>
</tbody>
</table>

*Note: countries included are Austria, Belgium, Denmark, Finland, France, Germany, Greece, Ireland, Italy, Luxembourg, the Netherlands, Poland, Portugal, Slovenia, Spain, Sweden, and the UK.*

*Source: Capgemini (2007)*

---

**Figure 5.2** Average value of transactions per non-cash payment instrument (in €) in 2005

*Note: countries included are Austria, Belgium, Denmark, Finland, France, Germany, Greece, Ireland, Italy, Luxembourg, the Netherlands, Poland, Portugal, Slovenia, Spain, Sweden, and the UK.*

*Source: Capgemini (2007)*
has decreased, indicating that consumers are using them more frequently as a substitute for cash. However, payment customs vary substantially across EU Member States. For example, countries like Greece, Italy, Poland, and Spain still have relatively low levels of non-cash usage.

Card-based payment systems
Card payments are the most popular non-cash payment instrument in Europe (as more than one third of all transactions are card transactions). Given the growing importance of card-based payment systems, this specific means of payment will be briefly explained. In principle, each debit or credit card payment involves the following four parties:

- the cardholder: the person who has received the payment card from the issuer;
- the issuer: the payment service provider that issues the payment card to the cardholder;
- the merchant: the person accepting the card payment in return for goods or services; and
- the acquirer: the payment service provider that provides payment services to the merchant.

Moreover, interbank payment arrangements are in place for executing funds transfers between the two intermediaries. There are different arrangements to organise the processing of a card payment. Figure 5.3 depicts a four-party
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**Figure 5.3** Four-party payment scheme  
*Source: Harper et al. (2006)*
A payment scheme (cardholder – issuer – acquirer – merchant). Such a scheme (such as Visa and Mastercard) is often referred to as ‘open’, as the issuer and acquirer can be any financial institution. A payment scheme where issuing and acquiring is performed by the same payment service provider (such as Diners Club or American Express) is referred to as a three-party scheme (cardholder – payment service provider – merchant). This is shown in Figure 5.4. As in a three-party scheme the issuer and acquirer are the same payment service provider, it is also referred to as a ‘closed’ system.

Card schemes operate under a rather controversial construction, which is also the subject of several regulatory and antitrust investigations, i.e., the interchange and merchant service fees. The interchange fee is a fee paid by an acquiring institution to an issuing institution for each payment card transaction at the point of sale of a merchant. The merchant service fee is the fee paid for each transaction by a merchant to an acquirer who processes the merchant’s transaction through the network and obtains the funds from the cardholder’s bank (European Commission, 2007). In a four-party card scheme, the merchant finally receives the amount of the transaction, minus the interchange fee and the merchant fee.

The usage of interchange or merchant service fees may raise several concerns. First, these fees may be seen as a collective agreement between competitors that distorts competition in the market for payment cards. Second, the non-transparent pricing of card payments (for example, as a result of a ban on surcharging\(^1\)) creates hardly any incentive to make use of more efficient
payment instruments. Third, as merchants adjust their prices for goods and services for these fees, cross-subsidisation occurs, i.e., consumers who make use of other (more efficient) means of payment subsidise the use of expensive (credit) cards.

Wholesale payment systems

*Wholesale payment systems* can be defined as those through which large-value and time-critical funds transfers are made between financial institutions within the system (for their own account or for their customers). Although no minimum value is set for these payments, the average value of payments passed through such systems is normally relatively high (BIS, 2001). In *real-time gross settlement (RTGS) systems*, each payment is immediately settled on a gross basis. The fact that each payment is processed on an individual basis at the time it is received (rather than at a later stage) enhances the stability of the system. TARGET (Trans-European Automated Real-time Gross Settlement Express Transfer System) is the most important interbank payment system for real-time processing of cross-border transfers throughout the EU. It has been developed to (i) provide a safe and reliable mechanism for the settlement of euro payments, (ii) increase the efficiency of cross-border payments in euros, and (iii) serve the needs of the monetary policy of the ECB and to promote the integration of the euro money market. According to the ECB (2007a), financial integration is more advanced in those market segments that are closer to the single monetary policy (see also chapter 4). The full integration of the large-value payment systems has been instrumental in achieving this result. At this moment, TARGET includes 16 national RTGS systems and the ECB payment mechanism (EPM). It is one of the two largest payment systems in the world (the other one being Fedwire). In 2006, it processed 83.2 million national and cross-border payments, with a total value of more than €533 trillion. It has a share of 89 per cent of the total value processed by all large-value euro payment systems.

In 2006 the daily average number of payments processed in TARGET as a whole, i.e., domestic and cross-border payments taken together, amounted to more than 326,196, with an average daily value of €2,092 billion. The average value of a cross-border interbank payment in 2006 was €19.6 million. However, during the last hour of the working day (when only interbank payments are possible) the average payment size reached €128.3 million. The average value of a customer payment in 2006 was €0.9 million.
In November 2007, the *Eurosystem*, i.e., the ECB and the national central banks of the countries in the euro area, launched the latest version of TARGET, which is referred to as TARGET2 (see also section 5.3).

The largest *net settlement system* in Europe is EURO 1, a multilateral, large-value payment system for euro payments established by the Euro Banking Association (EBA). This system processes credit transfers and direct debits throughout the day and balances are settled at close of business via a settlement account at the ECB.

**Post-trading services**

The smooth functioning of and confidence in securities markets depend, among other things, on the efficiency and reliability of their infrastructure. In particular, it is crucial that the transfer of ownership from the seller to the buyer in exchange for a payment takes place in a safe and efficient manner (Kazarian, 2006). In essence, the clearing and settlement or *post-trading process* provides for the transfer of ownership and payment between buyers and sellers in a security market.

The post-trading process begins when the actual securities trade has been executed. The subsequent securities settlement process encompasses a number of complementary steps and actions. Figure 5.5 shows that the post-trading process can be described in terms of four main activities (Giovannini Group, 2001):
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**Figure 5.5** Clearing and settlement of a securities trade

*Source: Giovannini Group (2001)*
• confirmation of terms of the trade as agreed by the buyer and the seller;
• clearance, by which the respective obligations of the buyer and seller are established;
• delivery, requiring the transfer of the securities from the seller to the buyer; and
• payment, requiring the transfer of funds from the buyer to the seller.

Figure 5.5 shows that the post-trading process starts with the confirmation of the terms of the securities transaction. This can be done either directly between the buyer and the seller (‘over the counter’ or OTC) or indirectly through the securities exchange or a clearing agent. In the end, the respective parties should clearly know what securities are bought or sold and at what price.

The next step is the clearing of the obligation of the counterparties resulting from the matching process. Clearance of a securities transaction establishes the respective obligations of the buyer and the seller and may be achieved on a gross (trade-for-trade) or a net basis (off-setting of mutual obligations). The latter reduces the number of actual transfers, thereby limiting the credit-risk exposure. Clearance services can be provided by a clearinghouse, a national central securities depository (CSD), or an international central securities depository (ICSD). The latter two also hold securities and allow them to be processed by book entry (rather than by physical movement of the securities between buyers and sellers).

Securities markets can also make use of central counterparties (CCPs), which are entities that interpose themselves between the buyers and the sellers of securities, i.e., buyers and sellers interact indirectly via the CCP. These entities can also offer netting arrangements, which facilitate the management of securities and payment transfers and reduce credit risk.

The subsequent step is the settlement process, which involves the delivery of the securities and the payment of funds between buyers and sellers. The payment is usually made via a banking or payment system, while the delivery of securities is typically carried out in a CSD or an ICSD. According to the BIS (1992), the largest financial risks in securities clearance and settlement occur during the settlement process, especially when no mechanism exists to ensure that delivery occurs if and only if payment occurs. Without such a mechanism counterparties are exposed to principal risk, i.e., the risk that the seller of a security delivers but does not receive payment or that the buyer of a security makes a payment but does not receive the securities. A securities transaction is settled once the securities are delivered to the buyer and the seller has received the payment. However, often formal registration of the transfer of ownership by a CSD is needed to assure settlement.
Role of the Eurosystem

The smooth functioning of payment and security settlement systems is crucial for:

- a sound currency, i.e., stable and efficient payment systems are an essential condition for maintaining trust in the value of money;
- the conduct of monetary policy as these systems play an important role in monetary policy operations;
- the functioning of financial markets, i.e., in the absence of a stable and efficient payment infrastructure, financial markets would not be able to process the current volume and value of transactions;
- the maintenance of financial stability, i.e., problems in financial institutions can manifest themselves in payment or security settlement systems. Moreover, these systems can act as a channel for transmitting problems from one institution to another.

For all these reasons, central banks have an interest in the design and management of payment and security settlement systems. The Eurosystem has the statutory task of promoting the smooth operation of payment and settlement systems. It fulfils this task by:

- providing payment and securities settlement facilities: the Eurosystem runs a settlement system for large-value payments in euros (TARGET2) and thereby functions as banker to the banks. The latter means that banks hold funds on their account at the central bank, and payments between banks are made by debiting and crediting central bank accounts. Moreover, the Eurosystem also provides a mechanism for the cross-border use of collateral in order to facilitate payments taking place when there is a deficit in the account of the paying bank;
- overseeing the euro payment and settlement systems: the Eurosystem applies internationally agreed standards to ensure the soundness and efficiency of systems handling euro transactions. It also assesses the continuous compliance of euro payment and settlement systems with these standards;
- overseeing compliance with the standards for securities clearing and settlement systems;
- ensuring an integrated regulatory and oversight framework for securities settlement systems;
- acting as a catalyst for change: the Eurosystem promotes efficiency in payment systems and securities markets by encouraging the removal of barriers towards integration.
5.2 Economic features of payment and securities market infrastructures

Payment and securities market infrastructures are characterised by economics of scale and scope and network externalities.

*Economies of scale* arise when the cost per unit falls as output increases. This effect occurs when it is possible to spread fixed costs over a higher output. Schmiedel and Schönenberg (2005) argue that economies of scale are usually a result of the need for service providers to create a ‘critical mass’ of customers in order to reap the benefit of sizeable investments in information technology and communication networks. If securities infrastructure providers are successful in attracting a significant number of issuers and participants, these set-up costs may be spread over a wider number of transactions. Similarly, there are strong economies of scale in the production of payment services. In a European cross-country study, Humphrey *et al.* (2003) find that costs increase by 2 per cent when volumes rise by 10 per cent. Bolt and Humphrey (2006) estimate payment scale economies using a panel of payment and banking data for 11 European countries over 18 years. Their results show that doubling of payment volume would increase total costs by only 27 per cent. Figure 5.6 shows how unit payment costs vary with the total number of payment transactions. The figure clearly
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**Figure 5.6** Economies of scale in the payment market  
*Source:* Bolt (2007)
shows that the costs of payments decline as the volume of payments that are processed increases.

Economies of scope refer to the reduction of the per-unit costs resulting from the production of a wider variety of goods and services (i.e., when it is cheaper to produce good A and good B together rather than separately). So, integrated financial infrastructures can develop new products and services at a lower unit cost. A precondition for economies of scope is that it is possible to share (certain) input factors for the production of different goods and services.

Economies of scope for CSDs and CCPs can stem from extending the number of financial instruments or trading platforms for which they provide services. Moreover, there is a strong complementary relationship between the various components of securities settlement (Kazarian, 2006). This entails that economies of scope can be obtained by integration along the value chain of a securities transaction, i.e., by combining trading, clearing, and settlement into one firm. Such a supplier can offer its services at lower cost than different suppliers providing these services separately. A good example of such a vertically integrated entity (or ‘siló’) is Deutsche Börse. Serifsoy and Weiβ (2007) argue that one of the adverse effects of vertical integration is the leverage of a (natural) monopoly from one stage of the value chain upstream or downstream to other stages. An integrated supplier may cross-subsidise its trading costs – and thereby attract customers from other platforms – through its monopoly profits on the clearing and settlement stage or vice versa. It may also foreclose the market for competitors as users can be forced to ‘buy’ another service from the same institution.

As for payment systems, economies of scope may exist when the system handles more than one type of payment instrument or service. This allows the operator of the system to spread out the fixed cost of the system over a wider range of payment instruments.

Generally, the demand for payment services is largely inelastic as payments in themselves do not generate value. A payment is made because of the purchase of a good or a service or to pay off a debt or a financial obligation. Payment services are therefore a convenience good rather than a primary good. However, payment service users may be (very) sensitive to relative payment prices (i.e., price differences between individual payment instruments).

Now we turn to network externalities. A network can be defined as a large system consisting of many similar (or complementary) parts that are connected to allow movement or communication between the parts or between the parts and a centre. The addition of a new participant in a network can increase the value of the network for all participants. This means that the value of the services and products offered to the participants depends on the
number of other participants purchasing the same services and products (network externalities). As an example, consider a simple network consisting of a central junction $S$ and side-branches $A$, $B$, $C$, and $D$, as shown in Figure 5.7 (based on Economides, 1993). The goods in this network are composite goods, each comprising two complementary components – for example, $ASB$ is comprised of the complements $AS$ and $SB$. Imagine that the network would consist of the three side-branches $A$, $B$, and $C$. In this case the network would create six products (i.e., $ASB$, $ASC$, $BSA$, $BSC$, $CSA$, and $CSB$). Economides (1993) shows that the addition of a new side-branch to a network composed of $n$ side-branches, creates $2n$ new products. So the addition of another side-branch, say $D$, creates six new products. This is an economy of scope in consumption that is called a network externality. Network externalities can be found in a variety of industries, such as telecommunications, airlines, railroads, etc. (Shy, 2001). The externality directly increases consumer utility through the provision of new goods, and it may also affect consumers indirectly through price decreases.

Financial markets exhibit positive size externalities as increasing the size of an exchange market increases the expected utility of all participants. Higher participation of traders on both sides of the market decreases the variance of the expected market price and increases the expected utility of risk-averse traders. *Ceteris paribus*, higher liquidity increases traders’ utility. Thus, financial exchange markets exhibit network externalities (Economides, 1996).

Payment and securities market infrastructures also have characteristics of network industries, as the benefits to one market participant using a specific platform or system increase when another participant also chooses to do
business in that network. The nature of these networks creates scope for formal co-operation among market players. The European Commission (2007) argues that certain types of co-operation (e.g., creating and operating common standards and platforms) may be necessary to generate efficiencies. However, co-operation extending to strategies, pricing, or selling policies could lead to collusion and limit competition and/or exclude third parties.

Networks can be one-sided or two-sided. A market is two-sided if the platform or system can affect the volume of transactions by charging more to one side of the market and reducing the price paid by the other side by an equal amount. In other words, the price structure matters, and platforms must design it so as to bring both sides on board (see Rochet and Tirole, 2006). To explain this further, consider a platform charging per-transaction charges $a^B$ and $a^S$ to the buyer and the seller side, respectively. The market for interactions between the two sides is one-sided if the volume $V$ of transactions realised on the platform depends only on the aggregate price level $a = a^B + a^S$, i.e., $V$ is insensitive to reallocations of this price between the buyer and the seller. However, if $V$ varies with $a^B$ while $a$ is kept constant, the market is said to be two-sided (see Figure 5.8). Generally, payment and security settlement systems are two-sided markets. For example, Figures 5.3 and 5.4 show that the market for payment cards is two-sided, i.e., one side of the market is subsidising the other. This subsidy is made up of the interchange and merchant fee, which is paid by the acquiring to the issuing bank. Ultimately, these fees raise the price the merchant pays for a card transaction, while they reduce the price for the cardholder, thereby increasing the willingness of the cardholder to make use of a payment card while the merchant is forced to accept the use of a payment instrument that is relatively expensive. As a result, the volume of transactions within the card network is higher than would be the case if the cardholder would face higher (visible) costs.
While historically these platforms developed to ensure efficient cooperation in terms of standards and practices, and to share cost between suppliers, over time they created the opportunity to exploit the least elastic side of the market (the merchants originally). At a certain phase, however, the elasticity in the market may shift and it could well be necessary to shift the ‘taxation’.

The presence of network externalities often leads to oligopolies or monopolistic markets. This does not necessarily have to be a problem, as the marginal social benefits from network expansion may be larger than the benefits of having a perfectly competitive market. Perfect competition will generally lead to a network that is too small compared to the socially optimal size. However, given their dominance in certain markets, in practice network providers may be tempted to abuse their economic position and charge monopoly prices, leading to greater inefficiency than under perfect competition.

Finally, network industries are often characterised by switching costs, i.e., customers face substantial costs when they want to switch from one network provider to the other. In some situations, high switching costs may ‘lock in’ users and prevent them from switching to another network. As a consequence, high switching costs may obstruct innovation as users are prevented from making use of new and more efficient services.

### 5.3 Integration of financial market infrastructures

Given the opportunities to benefit from economies of scale and scope, one would expect substantial consolidation in the EU markets for payment and security settlement services. However, despite the Single Market initiative and the introduction of the euro, the internal market for (retail) payment and post-trading services remains relatively fragmented. This section will:

(i) examine the current state of affairs in the payment and post-trading industry,
(ii) discuss the barriers to cross-border payment and security settlement services, and
(iii) highlight recent initiatives to promote further integration.

#### Current state of affairs and barriers to integration

**Large-value payment systems**

The integration of EU large-value payment systems (LVPSs) has been quite remarkable. Before the introduction of the euro in January 1999, LVPSs were organised domestically and almost all cross-border payments were made via correspondent banks. The latter means that banks (or other payment service...
providers) had individual arrangements under which one bank provided payment and other services to another bank (mostly on a cross-border basis), holding accounts at each other. These correspondent bank arrangements enabled financial institutions to operate cross-border payments without having a foreign branch or subsidiary.

This setting changed substantially in response to the launch of the euro, when the ESCB established TARGET, thereby connecting the existing domestic LVPSs and the ECB payment mechanism. Moreover, private banks introduced EURO1, a high-value payment system for cross-border and domestic transactions in euros between 70 participating banks operating in the European Union. Due to further consolidation, there are currently four LVPSs for euro transactions in the euro area (see Figure 5.9). These multilateral payment systems have a market share of around 80 per cent. TARGET2 handles the largest value of payments.

Another important global LVPS is the Continuous Linked Settlement (CLS) system for foreign-exchange transactions. This specialised system, based in New York, provides global multi-currency settlement services for foreign-exchange transactions, using a payment-versus-payment (PvP) mechanism (i.e., a foreign-exchange operation is settled only if both counterparties simultaneously have a sufficient position in the currency they are selling). PvP has been introduced to prevent the Herstatt risk (or foreign-exchange settlement or cross-currency settlement risk). The term Herstatt risk refers to the failure of Bankhaus Herstatt in 1974 as a result of incomplete settlement of foreign-exchange transactions (see Box 5.2).
Retail payment systems

For retail payments, the EU still consists of 27 heterogeneous payment areas instead of one single payment market. According to Salo (2006), there are two important explanations for this. First, path dependence can explain the slow change of national payment habits. All national payment systems have their own membership criteria, standards, and practices. Second, critical mass or installed base of network facilities plays a crucial role in the start-up and growth of a network. Over time, national systems have been optimised to satisfy national-user preferences in the most efficient way. Since most payments take place nationally this is a very efficient outcome, but it prevents reaping European-scale benefits. Substituting the existing national systems with one European system does not only run the risk of not being able to satisfy all user requirements, it also means that substantial investments have to be made.

This characteristic of networks can present a barrier to entry for new payment-service providers. In fact, the start-up problem can be seen as a chicken-and-egg problem: consumers are not interested in purchasing the

---

**Box 5.2 The Herstatt crisis**

On 26 June 1974, the German authorities closed Bankhaus Herstatt, a medium-sized bank that was very active in foreign-exchange markets. On that day, some of Herstatt’s counterparts had irrevocably paid large amounts of D-Marks to the bank but not yet received dollars in exchange, as the US financial markets had just opened for the day. Herstatt’s closure started a chain reaction that disrupted payment and settlement systems. Its New York correspondent bank suspended all US-dollar payments from the German bank’s account. Banks that had paid D-Marks to Herstatt earlier that day therefore became fully exposed to the value of those transactions. Other banks in New York refused to make payments on their own account or for their customers until they had confirmation that their counter value had been received. These disruptions were propagated further through the multilateral net settlement system used in New York. Over the next three days, the amount of gross funds transferred by this system declined by an estimated 60 per cent. Bankhaus Herstatt’s closure was the first and most dramatic case of a bank failure where incomplete settlement of foreign-exchange transactions caused severe problems in payment and settlement systems. Several other episodes occurred in the 1990s but they were less disruptive.

*Source:* BIS (2002b)
good or service when the installed base is too small, and the installed base is too small because an insufficiently small number of consumers have purchased the good or service (Economides and Himmelberg, 1995).

For now, the way in which cross-border retail transactions are settled varies widely across countries and types of institutions (Freixas and Holthausen, 2008). The first pan-European clearinghouse (PE-ACH) for retail payments is the STEP 2 system, which the Euro Banking Association launched in 2003. Payments may be settled on a bilateral basis between national clearinghouses. In case the payee and payer have an account with the same cross-border financial group, the payment may also be settled in house.

The current fragmentation upholds the inefficiency of some payment systems within the EU. Figure 5.10 shows the substantial differences in direct prices for payment services between EU Member States. For example, on average a Dutch consumer annually pays €34 for these services, while an Italian consumer pays €252. According to the European Commission (2005), the estimated aggregated cost for the EU payment system ranges between 2–3 per cent of GDP. However, in some Member States (like Belgium, the Netherlands, and Sweden) these costs are substantially lower. Evidence suggests that the costs of payment services in these Member States are 0.3–0.5 per cent of GDP. The key determinant of the cost of payment systems is the use of cash, accounting for as much as 60–70 per cent of the total cost. The relatively low aggregated costs of payment services in, for example, the Benelux and Scandinavian countries are closely related to the relatively high usage of more efficient electronic payment instruments. At the national level, authorities have tried to minimise the cost of
the payment system. This can be done by reducing the use of cash (the processing of which is very costly, particularly for banks) and by substituting paper-based payment instruments with electronic payments that can be automated from end to end.

According to the European Commission (2007), there are a number of competition concerns in the markets for payment cards and payment systems. Markets in many Member States are highly concentrated. Even though high concentration does not necessarily imply lack of competition, barriers to new entry exist especially in the market for payment cards where market parties charge high card fees (see Box 5.3).

There are large variations in merchant fees across the EU. For example, firms in Member States with high fees have to pay banks three or four times more of their revenue from card sales than those in Member States with low fees. There are also large variations in interchange fees between banks across the EU, which may not be passed on fully in lower fees for cardholders.

**Box 5.3 Concentration in credit and debit card markets**

According to the European Commission (2007), payment markets are still mostly fragmented, with little or no competition at the EU level. Market parties mostly compete domestically, with the rare exception of a few international network players, such as Visa, MasterCard, and AMEX, which compete at the European level. In some Member States, these international networks face strong competition from national debit networks, which sometimes account for up to 90 per cent of all card transactions. At the bank level, the picture is somewhat different. In most Member States, competition is strong among issuing banks while acquiring often remains a monopolistic or nearly monopolistic activity.

The graphs in Figure 5.11 show the market structure in the EU markets for credit and debit cards using the so-called Herfindahl Index, which is defined as the sum of the squares of the market shares of all institutions in the sector \( HI = \sum_{i=1}^{n} s_i^2 \), where \( s_i \) is the market share of institution \( i \). The Herfindahl Index ranges between \( 1/n \) and 1, reaching its lowest value, the reciprocal of the number of institutions \( (n) \), when all institutions are of equal size, and reaching unity in the case of monopoly. The index as published by the European Commission has been rescaled and ranges between 0 (low concentration) and 10,000 (high concentration). As Figure 5.11 shows, the index in most Member States is (much) higher than 2,000, which is usually seen as an indication of a highly concentrated market.
High and sustained profitability (particularly in card issuing) suggests that banks in some Member States enjoy significant market power and can impose high card fees on firms and consumers. Furthermore, some rules and practices of market parties weaken competition at the retail level, for

Figure 5.11  Concentration in payment systems

*Note:* The Herfindahl index (HHI) is defined as the sum of the squares of the market shares of each individual acquirer. The index ranges from 0 to 10,000, which reflects a move from a large number of acquirers with limited market shares to a monopolistic market situation.

example by the blending of merchant fees and the prohibition of surcharging. Finally, the technical standards diverge across the EU, which may prevent many service providers from operating efficiently on a pan-EU scale.

These findings suggest that there is a need to address several barriers in order to strengthen competition in the EU retail payment market: technical, commercial, and legal barriers. It is crucial that common technical standards are developed and business models need to be aligned. As it is not clear to what extent market forces (see section 4.1) will initiate these changes, there may be a role for the European Commission to interfere and improve competition in the retail payment market through new legislative proposals. As for the commercial barriers, section 5.1 has shown that there are still substantial differences between user preferences and pricing structures in Europe. The adoption of the Directive on Payment Services (PSD) in 2007 created the legal foundation for an EU-wide single market for payments. The PSD aims to establish a modern and comprehensive set of rules applicable to all payment services in the EU.

Post-trading industry

As discussed in the previous section, CSDs/CCPs are characterised by economies of scale, economies of scope, and network effects. In principle, these characteristics are compatible with perfectly contestable markets (Schultze and Bauer, 2006). However, investments made by CSDs/CCPs, both in human and technical capital, are very specific and therefore not easily recoverable. Moreover, users face substantial switching costs when changing CSDs/CCPs. Consequently, the national markets for post-trading services are far from being perfectly contestable. The EU post-trading industry has evolved into nationally based systems that tend to be monopolistic, i.e., all trades in a given type of security are cleared and settled by a single national entity.

Several studies have compared the post-trading costs of domestic versus cross-border transactions, as well as the costs of a domestic transaction in the EU and those in the US. Table 5.2 shows that these studies generally conclude that cross-border prices and costs are considerably higher than the corresponding costs and prices for domestic transactions. The studies by NERA Economic Consulting (2004) and Deutsche Börse Group (2005) also conclude that the costs of domestic transactions differ significantly among Member States. Moreover, post-trading costs per transaction in the EU are substantially higher than in the US.
The Giovannini Group (2001) concluded that fragmentation in the EU clearing and settlement infrastructure significantly complicates the post-trade processing of cross-border securities transactions relative to domestic transactions. Complications arise because of the need to access many national systems, whereby differences in technical requirements/market practices, tax regimes, and legal systems act as barriers to the efficient and safe delivery of post-trading services. The inefficiency that is created by these barriers is reflected in higher costs to pan-EU investors and is inconsistent with the objective of creating a truly integrated EU financial system. The Giovannini Group therefore called for the removal of a list of 15 barriers relating to (i) technical requirements/market practice, (ii) tax procedures, and (iii) legal certainty. However, government-led initiatives have been set aside in the EU, in favour of a coordinated strategy that involves commitments from both private market participants and government authorities (see Giovannini et al., 2008).

Integration of national systems may bring about various benefits. Among other things, opportunities to exploit economies of scale and scope and increased competition have the potential to lower the cost of post-trading activities and lead to a more efficient allocation of capital, thereby furthering economic growth (see chapter 1). According to Schultze and Bauer (2006), a more efficient EU post-trading system, leading to a lowering of transaction costs of 7–18 per cent, could result in a higher level of GDP (on average between 0.2 and 0.6 per cent).

### Initiatives to strengthen financial integration

**Wholesale payments: TARGET2**

Although integration of wholesale payment systems is almost complete, work is ongoing to strengthen the existing infrastructure. In November 2007, the Eurosystem launched TARGET2, the successor of TARGET, with the aim of...
strengthening integration of large-value euro payment systems. TARGET2 has replaced the decentralised technical structure of TARGET by a single shared platform (SSP). The SSP introduces a uniform wholesale payment infrastructure, where all banks are offered the same services, functionality, and interfaces, as well as a single price structure. This means that banks operate under similar conditions across Europe, thus promoting further efficiency and integration in the related financial markets (ECB, 2007c).

Retail payments: Single Euro Payments Area
As for retail payment systems, the introduction of the Single Euro Payments Area (SEPA) has the potential to remove a number of barriers discussed in the previous section. SEPA is a market-led initiative that aims to ensure that there are no longer any differences between national and cross-border payments within the euro area. It should give payment service providers the opportunity to benefit from economies of scale and scope.

SEPA is not merely aimed at improving the processing efficiency of the modest volumes of cross-border payments (EPC, 2006). It will lead to a major changeover of national payment markets in the euro area, as it will introduce new, common business rules and technical standards. Consequently, all electronic payments will be affected and existing national credit transfers, direct debits, and card payments will be phased out and gradually migrate to interoperable formats and processes. As of 2008, the new SEPA payment instruments (credit transfers, direct debits, and cards) will operate alongside existing national processes, with sufficient critical mass expected to be achieved within a few years, making SEPA irreversible. After the full transition, purely national payment instruments will no longer exist. Next to this, the European banking community has defined a framework for the clearing and settlement of payments in SEPA. The framework defines the principles that infrastructure providers must comply with to ensure that they can process SEPA credit transfers and direct debits.

The ECB and the European Commission support the continued self-regulation by the industry. However, given the importance and size of the social and economic benefits of SEPA, the European Commission has indicated that it reserves the right to introduce or propose necessary legislation to achieve it.

Post-trading process: Code of Conduct and TARGET2-Securities
After calls from the European Commission to resolve the problems of EU cross-border clearings and settlement, the trading and post-trading infrastructure
providers presented a Code of Conduct on Clearing and Settlement in 2006. The Code aims to enhance transparency and increase competition in the post-trading sector. For that, the Code includes measures aimed at ensuring price transparency, access and interoperability, unbundling and accounting separation, and an independent monitoring process.

Next to this, the ESCB is working on an initiative to establish TARGET2-Securities, i.e., a platform for the cross-border and domestic settlement of securities against central bank money. According to ECB (2006), the objective of TARGET2-Securities is to maximise safety and efficiency in the settlement of euro-denominated securities transactions. Safety is achieved by making use of delivery versus payment mechanism, while efficiency is strengthened by settling cash and securities on the same IT platform. It is unclear how this initiative will relate to other initiatives in the market.

5.4 Conclusions

Payment systems are composed of instruments, procedures, and transfer systems that ensure the transfer of money from one economic actor to the other. Relatively low-value and non-urgent mass payments are processed through retail payment systems, while wholesale payment systems process large-value and high-priority payments between financial institutions.

In securities markets, the clearing and settlement (or post-trading) process provides for the transfer of ownership and payment between buyers and sellers of securities. This process can be divided into four main activities: (i) the confirmation of terms of the trade as agreed by the buyer and the seller, (ii) clearance, by which the respective obligations of the buyer and seller are established, (iii) the transfer of the securities from the seller to the buyer, and (iv) the transfer of funds from the buyer to the seller.

Payment and securities market infrastructures are characterised by economics of scale and scope, and network externalities. This means that the average costs of payment and post-trading services may fall considerably when the current fragmentation of EU financial infrastructures is overcome. In this respect, the introduction of SEPA in 2008 may allow providers of payment services to benefit from economies of scale and scope, thereby increasing overall economic efficiency.

The integration of EU large-value payment systems has been quite remarkable, while retail payment systems and post-trading processes remain
fragmented thus far. The latter has resulted in large variations in fees and higher costs and risks for cross-border transactions. Different initiatives have been launched to remove existing barriers for integration in these markets. In this respect, the ECB has played a prominent role that goes beyond mere oversight, as the ECB has positioned itself as (joint) proprietor of many different integration initiatives in the domain of financial infrastructures.

NOTES

1. **Surcharging** refers to the situation in which a merchant passes on the costs of a payment by charging a fee for the use of the card. However, in most card networks the merchants are prohibited from applying higher prices to card transactions.
2. Examples of ICSDs are Euroclear and Clearstream International.
3. Netting can be carried out on either a bilateral or a multilateral basis. While bilateral netting is an arrangement between only two parties to net their bilateral obligations, multilateral netting is arithmetically achieved by summing each participant’s bilateral net positions with those of the other participants to arrive at a multilateral net position vis-à-vis all other participants (Kazarian, 2006).
4. See article 105.2 of the Treaty establishing the European Community and Article 3 of the Statute of the European System of Central Banks and of the European Central Bank.
5. Although the curves in Figure 5.6 are not average costs curves, they give a fair reflection of how payment unit costs change with payment volume. The curves refer to estimates for three different years.
6. The other two LVPSs are the French Paris Net Settlement (PNS) and the Finnish Pankkien On-line Pikasiirrot ja Sekit-järjestelmä (POPS).
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Part III

Financial Institutions
CHAPTER 6

The Role of Institutional Investors

OVERVIEW

Over the last decades, the intermediation of financial assets has gradually shifted from banks towards institutional investors, such as pension funds, life insurance companies, and mutual funds. In this process of re-intermediation, the assets of institutional investors of the EU-15 countries tripled from 44 per cent of GDP in 1985 to 122 per cent in 2004.

This chapter starts off with an overview of the growth of institutional investors over the last two decades. The development of the main types of institutional investors is documented. There is a small group of countries with large-scale funded pensions (Denmark, Finland, Ireland, the Netherlands, and the United Kingdom). Other countries rely more on life insurance and mutual funds. New types of institutional investment, such as hedge funds and private equity, are also discussed.

Both the demand side (growing investments by pension funds to cater for ageing, and by mutual funds to accommodate wealth accumulation of households) and the supply side (shift from bank-financing to market-financing) point to further growth of institutional investment. There is no substantial institutional investment yet in the new EU Member States, but institutional investors in these countries are expected to grow in line with economic development.

This chapter also analyses the impact of institutional investors on the functioning of the financial system. Institutional investors are pooling funds and transferring economic resources over different asset classes and countries. They also transfer resources over time. Moreover, they increase the efficiency of the financial system.

One would expect institutional investors to invest according to the principles of finance theory as implied by the international version of the Capital Asset Pricing Model (CAPM). This theory shows the gains of international diversification. However, there is a home bias in investments of institutional investors. Still, this bias declined from 1997 to 2004, especially
in the countries in the euro area, a trend which can be attributed to the introduction of the euro. With the elimination of exchange-rate risk, investors based in the euro area have re-allocated part of their portfolio from their home country to the wider euro area.

### LEARNING OBJECTIVES

After you have studied this chapter, you should be able to:

- describe the different types of institutional investors and their functions
- understand the growth of institutional investment and the factors that explain this growth
- explain the theory of international diversification
- assess the home bias of institutional investments and the change in the home bias following the introduction of the euro.

### 6.1 Different types of institutional investors

This section describes the main types of institutional investors in the EU and their role in the EU financial system. Institutional investors are specialised financial institutions that manage collectively savings of small investors (Davis and Steil, 2001). The size of institutional investors differs across countries. Most countries in southern Europe are characterised by low institutional saving, while the role of institutional investors in north-western Europe is more important. The three most important categories of institutional investors are pension funds, life insurance companies, and mutual funds. Table 6.1 illustrates the role of these institutional investors in the EU-15. For comparative purposes, Switzerland and the US are also included in this and following tables.

#### Pension funds

Pension funds collect, pool, and invest funds contributed by sponsors (employers) and beneficiaries (employees and their family members) to provide for the future pension entitlements of beneficiaries.

In the EU, pay-as-you-go (PAYG) pensions are common to provide for some basic pension level (first tier). This system is not funded but based upon solidarity between generations, as the working generation has to pay for the pensions of the retired generation. Some countries have
accumulated major pension assets, which provide beneficiaries with an additional pension (second tier). These funded pensions can be based on defined benefit or defined contribution (Davis and Steil, 2001 and Feldstein and Siebert, 2002). Defined benefit (DB) funds offer employees a guaranteed rate of return (the risk is borne by the employer) while the returns of defined contribution (DC) funds are solely determined by the market (the risk is borne by the employees). DC plans have gained popularity in recent years, as employers have sought to minimise the risk of their obligations, while employees desire funds that are readily transferable if they move from one job to another. A hybrid is the collective defined contribution (CDC) pension. This does not guarantee a certain return by the company, but employees are able to save collectively for their pension via their employer and to pool risks.

Table 6.1 Assets of different types of institutional investors (% of GDP), 2004

<table>
<thead>
<tr>
<th></th>
<th>Pension funds</th>
<th>Life insurance companies</th>
<th>Mutual funds</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>4</td>
<td>30</td>
<td>53</td>
<td>88</td>
</tr>
<tr>
<td>Belgium</td>
<td>4</td>
<td>52</td>
<td>34</td>
<td>90</td>
</tr>
<tr>
<td>Denmark</td>
<td>27</td>
<td>71</td>
<td>39</td>
<td>137</td>
</tr>
<tr>
<td>Finland</td>
<td>41</td>
<td>22</td>
<td>20</td>
<td>83</td>
</tr>
<tr>
<td>France</td>
<td>5</td>
<td>66</td>
<td>67</td>
<td>139</td>
</tr>
<tr>
<td>Germany</td>
<td>3</td>
<td>38</td>
<td>39</td>
<td>80</td>
</tr>
<tr>
<td>Greece</td>
<td>–</td>
<td>5</td>
<td>20</td>
<td>25</td>
</tr>
<tr>
<td>Ireland</td>
<td>39</td>
<td>n.a.</td>
<td>294</td>
<td>333</td>
</tr>
<tr>
<td>Italy</td>
<td>2</td>
<td>31</td>
<td>29</td>
<td>62</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>–</td>
<td>111</td>
<td>4089</td>
<td>4200</td>
</tr>
<tr>
<td>Netherlands</td>
<td>110</td>
<td>65</td>
<td>18</td>
<td>193</td>
</tr>
<tr>
<td>Portugal</td>
<td>10</td>
<td>27</td>
<td>22</td>
<td>59</td>
</tr>
<tr>
<td>Spain</td>
<td>8</td>
<td>24</td>
<td>28</td>
<td>60</td>
</tr>
<tr>
<td>Sweden</td>
<td>11</td>
<td>65</td>
<td>29</td>
<td>106</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>50</td>
<td>88</td>
<td>28</td>
<td>166</td>
</tr>
<tr>
<td><strong>EU-15</strong></td>
<td><strong>19</strong></td>
<td><strong>52</strong></td>
<td><strong>52</strong></td>
<td><strong>123</strong></td>
</tr>
<tr>
<td>Switzerland</td>
<td>91</td>
<td>100</td>
<td>29</td>
<td>220</td>
</tr>
<tr>
<td>United States</td>
<td>63</td>
<td>32</td>
<td>63</td>
<td>158</td>
</tr>
</tbody>
</table>

Notes: EU-15 is calculated as a weighted average; – means nil or negligible; n.a. means not available.
Source: European Fund and Asset Management Association (EFAMA), Investment Company Institute (ICI), OECD, Federal Reserve
The role of pension funds in the financial system differs across countries. In countries with large pension assets (relative to GDP), such as the Netherlands, Switzerland, the UK, and the US, pension funds are an important vehicle for collective saving for retirement purposes (see Table 6.2). Pension funds in these countries are among the largest investors, with assets under management worth billions of euros (for example, the Dutch civil servants’ pension fund ABP; see Box 6.1). Historically, some large EU countries (like Germany, France, and Italy) have relied on other forms of retirement funding. The lack of a funded pension system in these countries directed households towards life insurances and mutual funds.

Since early withdrawal of funds is usually restricted or forbidden, a pension fund has long-term liabilities resulting in a long-term oriented investment strategy. This allows a pension fund to hold high-risk/return instruments (for example, investments in commodities, hedge funds, and private equity).

### Table 6.2 Assets of pension funds (in € billion and % of GDP), 1985–2004

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>euro</td>
<td>%</td>
<td>euro</td>
<td>%</td>
<td>euro</td>
</tr>
<tr>
<td>Austria</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>1.7</td>
</tr>
<tr>
<td>Belgium</td>
<td>2.6</td>
<td>2.4</td>
<td>2.8</td>
<td>1.8</td>
<td>7.78</td>
</tr>
<tr>
<td>Denmark</td>
<td>–</td>
<td>–</td>
<td>15.4</td>
<td>14.4</td>
<td>27.9</td>
</tr>
<tr>
<td>Finland</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>France</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Germany</td>
<td>25.2</td>
<td>2.6</td>
<td>37.8</td>
<td>3.0</td>
<td>49.6</td>
</tr>
<tr>
<td>Greece</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Ireland</td>
<td>n.a.</td>
<td>n.a.</td>
<td>n.a.</td>
<td>n.a.</td>
<td>n.a.</td>
</tr>
<tr>
<td>Italy</td>
<td>n.a.</td>
<td>n.a.</td>
<td>28.3</td>
<td>3.0</td>
<td>29.7</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Netherlands</td>
<td>117.9</td>
<td>67.5</td>
<td>168.5</td>
<td>72.6</td>
<td>267.9</td>
</tr>
<tr>
<td>Portugal</td>
<td>–</td>
<td>–</td>
<td>0.9</td>
<td>1.5</td>
<td>6.8</td>
</tr>
<tr>
<td>Spain</td>
<td>n.a.</td>
<td>n.a.</td>
<td>n.a.</td>
<td>n.a.</td>
<td>22.7</td>
</tr>
<tr>
<td>Sweden</td>
<td>–</td>
<td>–</td>
<td>2.8</td>
<td>1.5</td>
<td>4.2</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>252.9</td>
<td>41.9</td>
<td>393.6</td>
<td>50.3</td>
<td>578.1</td>
</tr>
<tr>
<td>EU-15</td>
<td>398.6</td>
<td>13.2</td>
<td>650.0</td>
<td>15.9</td>
<td>996.2</td>
</tr>
<tr>
<td>Switzerland</td>
<td>n.a.</td>
<td>n.a.</td>
<td>101.0</td>
<td>54.3</td>
<td>n.a.</td>
</tr>
<tr>
<td>United States</td>
<td>1,831.9</td>
<td>33.1</td>
<td>1,786.2</td>
<td>39.2</td>
<td>3,619.6</td>
</tr>
</tbody>
</table>

Notes: EU-15 is calculated as a weighted average; – means nil or negligible; n.a. means not available. Source: European data from OECD, US data from Federal Reserve
Clients of a pension fund have no (direct) influence on the investment process of the fund but are protected by regulation, since pension funds have to comply with the ‘prudent person’ rule (they should, for example, diversify their portfolios). Moreover, pension funds are under the scrutiny of financial supervisors (see chapter 10).

Box 6.1 ABP

The ABP (Algemeen Burgerlijk Pensioenfonds) is the Dutch pension fund for employers and employees of the government and the educational sector. It was founded by the government in 1922 and privatised in 1996. ABP provides its 2.4 million customers (employees, former employees, pensioners) with income security against pension, disability, and death.

ABP is the third largest pension fund in the world with around €210 billion of assets at the end of 2006. Given its objective to guarantee an adequate pension at all times at the lowest possible premiums, ABP’s investment policy is geared towards a long-term risk-return profile. Diversification is a key element of that policy. The investment mix consists of 55 per cent in equities and alternative investments, such as real estate, private equity, and commodities, and 45 per cent in bonds. Over time, the share of equities has increased (see Figure 6.1). The geographical mix consists of 12 per cent of assets in the Netherlands, 41 per cent in the rest of Europe, and 47 per cent in the rest of the world (Annual Report 2006, ABP).

Figure 6.1 Portfolio of ABP (% share), 1970–2005

Source: ABP
Life insurance companies

*Life insurance companies* offer a mix of long-term saving and insurance products. Historically, life insurance companies provided insurance for dependants against the risk of death, but life insurers increasingly also offer long-term saving products. Pension funds and life insurance companies therefore often have close ties. Life insurance companies offer annuities for guaranteeing pension benefits as well as guaranteed investment contracts that may be purchased by pension funds.

All EU-15 countries (except for Greece) have significant life insurance assets relative to GDP. Table 6.3 indicates that life insurance assets in the EU-15 are concentrated in the UK, France, and Germany. The Netherlands and Italy also have a large life insurance industry. Life insurance companies function as retirement saving vehicles in countries with a weak pension sector (such as Belgium, France, Germany, and Italy). As life insurance companies offer a diverse range of products, they have different kinds of liabilities, which

| Table 6.3 Assets of life-insurance companies (in € billion and % of GDP), 1985–2004 |
|---|---|---|---|---|---|
| | euro | % | euro | % | euro | % | euro | % | euro | % |
| Austria | 9.9 | 10.9 | 18.0 | 13.8 | 35.8 | 19.5 | 50.4 | 23.9 | 71.6 | 30.4 |
| Belgium | 22.8 | 20.8 | 40.7 | 26.2 | 62.2 | 28.6 | 105.7 | 42.0 | 150.6 | 52.3 |
| Denmark | n.a. | n.a. | 39.0 | 36.4 | 63.3 | 45.5 | 103.1 | 59.4 | 139.3 | 70.6 |
| Finland | – | – | 6.4 | 5.8 | 14.6 | 14.7 | 38.0 | 28.7 | 32.9 | 21.6 |
| France | 92.0 | 12.7 | 192.6 | 19.7 | 498.9 | 41.5 | 981.1 | 68.1 | 1,103.0 | 66.5 |
| Germany | 175.5 | 18.4 | 293.6 | 23.0 | 516.5 | 26.8 | 783.2 | 38.0 | 840.0 | 38.1 |
| Greece | – | – | – | – | 2.8 | 3.1 | 6.5 | 5.2 | 9.1 | 5.4 |
| Ireland | n.a. | n.a. | n.a. | n.a. | n.a. | n.a. | n.a. | n.a. | n.a. | n.a. |
| Italy | n.a. | n.a. | 48.5 | 5.4 | 91.5 | 10.6 | 242.6 | 20.4 | 424.8 | 30.6 |
| Luxembourg | – | – | – | – | 5.9 | 37.0 | 23.9 | 108.6 | 30.0 | 110.9 |
| Netherlands | 52.0 | 29.8 | 85.4 | 36.8 | 164.2 | 51.3 | 263.9 | 63.1 | 316.0 | 64.5 |
| Portugal | – | – | 1.4 | 2.5 | 8.9 | 10.2 | 25.2 | 20.7 | 38.4 | 26.8 |
| Spain | n.a. | n.a. | n.a. | n.a. | 59.3 | 13.0 | 137.4 | 21.8 | 199.2 | 23.7 |
| Sweden | n.a. | n.a. | 58.3 | 30.9 | 91.9 | 48.0 | 195.1 | 74.3 | 183.9 | 65.2 |
| United Kingdom | 214.6 | 35.6 | 333.3 | 42.6 | 621.7 | 71.6 | 1,568.7 | 100.3 | 1,528.4 | 88.2 |
| **EU-15** | 566.8 | 20.2 | 1,117.2 | 22.4 | 2,237.6 | 33.6 | 4,524.7 | 52.6 | 5,067.1 | 51.6 |
| Switzerland | n.a. | n.a. | 84.7 | 45.6 | 147.2 | 61.1 | 222.1 | 83.3 | 290.0 | 100.1 |
| United States | 896.6 | 16.2 | 991.3 | 21.8 | 1,570.2 | 27.8 | 3,369.9 | 31.7 | 3,032.3 | 32.2 |

Notes: EU-15 is calculated as a weighted average; – means nil or negligible; n.a. means not available.
Source: European data from OECD, US data from Federal Reserve
allows them a certain degree of diversification. Life insurance companies sell their products in a competitive market and compete both with each other and with pension funds and mutual funds. As a result, life companies may have a strong incentive for risk taking on the asset side.

From a customer point of view, the economic function of life insurance companies is (next to insurance for dependants) the provision of customised saving schemes. Saving and investing via life insurance is aimed not only at retirement but also at other long-term saving objectives (like the education of siblings), which makes them not only a substitute but also a supplement to pensions. While pension schemes are more standardised, life insurance products can be tailored towards the needs of an individual. But this advantage comes at a price. The transaction and marketing costs of life policies are far higher than the costs of pension contracts.

**Mutual funds**

The mutual fund industry is among the most successful financial innovations (Khorana, et al., 2005). Mutual funds are investment vehicles whose underlying assets are identifiable and are marked-to-market on a regular (usually daily) basis. Moreover, the specific assets of the fund can be created or redeemed upon demand. Mutual funds contractually link investors’ claims to the underlying asset. Investors can easily enter and exit the fund and pay or receive current market prices for their investments. Investors in mutual funds are residual claimants and bear all the risk of the fund.

The primary role of mutual funds is the pooling of funds. In contrast to pension funds, they do not necessarily transfer these funds over time. Many investors in mutual funds have a relatively short investment horizon, so the mutual fund is not specifically intended for retirement saving. The size of mutual funds differs sharply, ranging from small, specialised funds to major players like Fidelity and Vanguard (having €1,000 billion and €800 billion of assets under management at the end of 2005, respectively). These larger funds also have important stakes in companies, which makes them prominent players in corporate governance.

Investors choose a fund with a specific investment objective (for instance, a bond fund, an equity fund, or an emerging-market fund). The asset allocation of the fund is generally fixed by the prospectus, while the security selection process is either active or passive. Active asset managers try to ‘beat the market’ by picking stocks that they consider good investments. Passive funds ‘track’ the index and do not deviate from the market benchmark. They generally incur lower transaction costs and have lower investment fees.
Table 6.4 illustrates the growth of mutual funds between 1985 and 2004. Luxembourg and Ireland are outliers due to a favourable tax treatment of these funds. Remarkable is the large size of mutual fund investment in France. The Netherlands, in which pensions and life insurance policies are the prime long-term saving vehicles, has the smallest mutual fund market size relative to GDP. Also in Greece and Finland this market is small.

Special types of institutional investors

In addition to the three main types of institutional investors described above, two other important institutional asset managers are hedge funds and private equity investors. During the last decade, they have gained popularity as they offer opportunities to diversify risk and increase expected returns.
Originally, *hedge funds* were eclectic investment pools, typically organised as private partnerships and often located offshore for tax and regulatory reasons. Since they operate through private placements and restrict share ownership to wealthy individuals and institutions, most disclosure and regulation requirements that apply to mutual funds and banks do not apply to hedge funds. Funds legally domiciled outside the main financial market countries are generally subject to even fewer regulations. Hedge-fund managers, who are paid on a fee-for-performance basis, are free to use a variety of investment techniques, including short positions and leverage, to raise returns and limit the investment risks. In contrast to investment funds, hedge funds concentrate more on absolute than on relative returns. The primary aim of most hedge funds used to be to reduce volatility and risk while attempting to deliver positive returns under all market conditions (‘hedging’). However, the investment strategy of many funds has become more risky over the last decade, including the use of leverage. The aggressive investment style of some hedge funds can land them in financial trouble, as the bail-out of the hedge fund LTCM in 1998 illustrates (see Box 6.2).

**Box 6.2 The LTCM crisis**

The hedge fund Long-Term Capital Management (LTCM) was founded in 1994. Its Board of Directors included Nobel Prize winners Myron Scholes and Robert Merton. The core strategy of LTCM was convergence trades, trying to take advantage of small differences in prices among closely related securities (Jorion, 2000). Compare, for example, a less liquid (called off-the-run) Treasury bond yielding 6.1 per cent versus 6.0 per cent for the more recently issued (called on-the-run) Treasury bond. The yield spread represents some compensation for the liquidity risk. Over a year, a trade that is long off-the-run and short on-the-run would generate a return of 10 basis points. The key is that eventually the two bonds converge to the same value at maturity. LTCM used this strategy in a variety of markets, such as spreads on different government bonds, mortgage-backed versus government securities, high-yielding versus low-yielding European bonds, equity pairs (stocks with different share classes), and so on. Most of the time, these trades should be profitable except for default or market disruption.

Such strategies generate tiny profits, so that leverage has to be used to create attractive returns. At the time of the crisis in 1998, LTCM had borrowed $125 billion compared with equity of $5 billion. This led to a leverage ratio $L$, defined as debt to equity, of 25. The following equation illustrates the impact of leverage: $r_{\text{equity}} = r_{\text{assets}} + L \cdot (r_{\text{assets}} - r_{\text{debt}})$. When the return on assets $r_{\text{assets}}$ is higher than the return on debt $r_{\text{debt}}$, a large
leverage would generate a high return on equity $r_{\text{equity}}$. But when the return on assets drops below that on debt, a large leverage would generate sizeable losses.

Initially, this strategy was very productive, with annual profits of almost 40 per cent. But losses occurred due to the Russian financial crisis in August 1998 when the Russian government defaulted on its bonds. Panicking investors sold Japanese and European bonds to buy US Treasury bonds. The profits that were supposed to occur as the value of these bonds converged became huge losses as the value of the bonds diverged. LTCM’s equity capital dropped to around $600 million. The Federal Reserve Bank of New York organised a bail-out of $3.6 billion by major creditors (14 leading investment banks) to avoid more collapses, without committing its own money. In return, the participating banks got a 90 per cent share in the fund. The fear was that there would be a chain reaction as LTCM liquidated its securities to cover its debt, leading to a drop in prices, which would force other companies to liquidate their own debt, creating a vicious cycle. The total losses amounted to $4.6 billion. After the bail-out, the panic abated and the positions formerly held by LTCM were eventually even liquidated at a small profit to the bailers (Jorion, 2000). LTCM closed its books in 2000.

Critics have pointed out that this bail-out increased moral-hazard problems as financial institutions could take more risks because they suffer less in case of failure (Kho et al., 2000). While central bankers typically argue that a bail-out is necessary to prevent contagion and systemic threats, academics stress moral hazard. Furfine (2006) has estimated the potential costs of the Fed’s intervention by examining the rates for interbank borrowing of large banks. The spreads on interbank borrowing go down if the market believes that these banks are ‘too big to fail’.

Figure 6.2 illustrates the enormous growth of the hedge-fund industry. It is estimated that hedge funds in total managed around €1,100 billion in 2006. Total investment positions of hedge funds are even bigger as they can leverage their assets through borrowing money and through the use of derivatives, short positions, and structured securities. The growth of the hedge-fund industry was initially driven by investments by wealthy individuals and institutions looking for higher returns. However, during the last decade small investors have been able to invest via funds of hedge funds, which are investment funds that invest solely in hedge funds. Also pension funds invest in hedge funds and funds of funds, as illustrated in Figure 6.3.

The distinctions between hedge funds and other types of funds are blurring. Hedge funds are characterised as unregulated private funds that can take on significant leverage and employ complex trading strategies using derivatives.
Figure 6.2  Global hedge funds market (number of funds and assets in € billion), 1985–2006
Source: International Financial Services London (2007a)

Figure 6.3  Hedge funds’ sources of capital (% of total funds), 1996–2006
Source: International Financial Services London (2007a)
or other new financial instruments. Although private equity funds are usually not considered hedge funds, they are also typically unregulated and often use leverage for their investments (see Box 6.3 for a further discussion of the regulation of these funds). Traditional asset managers also increasingly use

<table>
<thead>
<tr>
<th>Box 6.3  Regulating hedge funds and private equity</th>
</tr>
</thead>
<tbody>
<tr>
<td>The spectacular rise in hedge funds and private equity investments has led to calls for regulation of these alternative investment categories. The first question is, why should they be regulated? The second question is, can they be regulated?</td>
</tr>
<tr>
<td>Chapter 10 reviews the different forms of regulation. Financial stability concerns arise when the failure of a financial institution affects the stability of the financial system. As the size of hedge funds and private equity investors grows, some transparency on their investments and investment strategies may be helpful for central banks to detect potential vulnerabilities in the financial system. But that is no reason for direct regulation, as these players do not belong to the core of the financial system.</td>
</tr>
<tr>
<td>Another concern for regulators is asymmetric information between financial institutions and their customers (i.e., depositors, insurance policy holders, and pension holders). Prudential supervision aims to protect these retail customers by ensuring the soundness of financial institutions. However, investors in hedge funds and private equity funds are predominantly professional parties, who can take care of themselves. An indirect approach has also been advocated (Financial Stability Forum, 2007). Insofar as banks, insurance companies, and pension funds grant loans to or invest in hedge funds and private equity, these regulated financial institutions should manage the counterparty risk of these investments. Prudential supervisors are checking the risk-management policies towards alternative investments of banks, insurers, and pension funds.</td>
</tr>
<tr>
<td>Some retail investors have invested in hedge funds. The standard conduct-of-business rules for mutual funds on information disclosure to retail investors can be applied to hedge funds that deal with retail investors. So, no new rules are needed.</td>
</tr>
<tr>
<td>Turning to the second question, direct regulation of hedge funds and private equity is very difficult. Hedge funds and private equity managers can choose the jurisdiction from which they operate (often off-shore jurisdictions). If a country would issue overly strong regulations, these funds will probably move to less-regulated countries. Addressing public concerns about the impact of hedge funds and private equity, the industry has chosen the path of self-regulation. The Hedge Fund Standards Board (2008) in London has issued a voluntary code of best-practice standards for hedge funds to promote transparency. The best-practice standards state that hedge funds should disclose i) their investment strategies, ii) general details of their investments and instruments, and iii) their leverage profile.</td>
</tr>
</tbody>
</table>


derivatives or invest in structured securities that allow them to take leveraged or short positions.

In general, hedge funds provide liquidity and absorb risk. Moreover, due to their innovative trading strategies, they also play a role in financial innovation. Hedge funds thus improve the efficiency of the financial system. At the same time, they have the potential to amplify market price fluctuations if their investment behaviour becomes one-sided or if they concentrate on specific markets, in particular small-sized and low-liquidity markets.

*Private equity investors* invest in non-public companies and often finance these investments with a significant amount of debt, up to 90 per cent in the case of a leveraged buy-out. By means of investment funds, which are open to certain institutions and wealthy individuals, they invest in companies and aim at annual returns of 20–25 per cent. This makes them attractive for institutional investors also. Some institutional investors invest in private equity by means of their own private equity branch. An example is AlpInvest, a private equity company owned by two Dutch pension funds (ABP and PGGM, the Dutch pension fund for the healthcare and social work sector).

Table 6.5 illustrates that the US and the UK have the biggest private equity markets. Relative to GDP, private equity markets are small. Still, these markets are growing rapidly, driven by the demand for risky assets and exposure to the non-public market. Private equity funds have become an important source of funds for start-up firms, private middle-market firms, firms in financial distress, and public firms seeking buyout financing (Smit, 2003).

<table>
<thead>
<tr>
<th>Country</th>
<th>Total investment value (€ billion)</th>
<th>Market share</th>
<th>As % of GDP</th>
</tr>
</thead>
<tbody>
<tr>
<td>United States</td>
<td>175.5</td>
<td>60.5</td>
<td>1.7</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>40.9</td>
<td>14.1</td>
<td>2.3</td>
</tr>
<tr>
<td>France</td>
<td>10.6</td>
<td>3.7</td>
<td>0.6</td>
</tr>
<tr>
<td>Sweden</td>
<td>4.5</td>
<td>1.6</td>
<td>1.5</td>
</tr>
<tr>
<td>Germany</td>
<td>3.7</td>
<td>1.3</td>
<td>0.2</td>
</tr>
<tr>
<td>Spain</td>
<td>2.9</td>
<td>1.0</td>
<td>0.3</td>
</tr>
<tr>
<td>Netherlands</td>
<td>2.5</td>
<td>0.9</td>
<td>0.5</td>
</tr>
<tr>
<td>Others</td>
<td>49.4</td>
<td>17.0</td>
<td>–</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>290.0</strong></td>
<td><strong>100.0</strong></td>
<td><strong>–</strong></td>
</tr>
</tbody>
</table>

*Source: International Financial Services London (2007b)*
Differences among institutional investors

Institutional investors differ from each other along three dimensions. First, the client base of the investor can be captive or can be determined via the market. In continental Europe, defined benefit pension funds often have a captive client base, as most employers use only one fund. In contrast, mutual funds must compete for clientele by means of low fees and/or an excellent track record.

Second, the investment horizon of institutional investors differs sharply. While pension funds have a very long investment horizon, mutual funds can have short-term investment objectives.

Third, the asset-allocation process differs across institutional investors. Mutual funds mainly focus on security selection or ‘stock picking’ and individual investors select the mutual fund that best matches with their risk preferences. Pension funds and life insurance companies take investment decisions concerning the percentage of equity and bonds in their portfolios, and diversify the risks within these asset classes. Figure 6.4 illustrates these differences.

6.2 The growth of institutional investors

Re-intermediation

Institutional investors have made banks less important as intermediaries of financial assets, a development which Rajan (2007) calls ‘re-intermediation’ (see Table 6.6). Also in countries with a bank-dominated financial system, like
France and Italy, the role of institutional investors has increased. This is mainly due to the growth of the mutual fund industry. However, Germany is still mainly bank-oriented. In the Anglo-Saxon countries, institutional investors are the most important financial intermediaries. The US is the prime example, where institutional claims are twice as large as bank claims. As Box 6.4 explains, re-intermediation is less important in the new EU Member States, as the role of institutional investors in those countries is currently rather limited.

Table 6.7 illustrates that the total claims of institutional investors in the EU-15 have increased enormously over the last two decades. The weighted average of assets to GDP rose from 44 per cent in 1985 to 122 per cent in 2004. In the US, institutional investment shows a similar trend, with an increase from 59 per cent of GDP in 1985 to 158 per cent in 2004. When the global stock markets tumbled after the Internet bubble in 2000, the assets of institutional investors declined sharply. Since 2003, however, stock prices

### Table 6.6 Bank and institutional intermediation ratios (in % of intermediated claims), 1970–2000

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>France</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bank</td>
<td>94</td>
<td>68</td>
<td>82</td>
<td>65</td>
<td>–29</td>
</tr>
<tr>
<td>Institutional</td>
<td>5</td>
<td>4</td>
<td>19</td>
<td>27</td>
<td>22</td>
</tr>
<tr>
<td>Germany</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bank</td>
<td>84</td>
<td>86</td>
<td>83</td>
<td>73</td>
<td>–11</td>
</tr>
<tr>
<td>Institutional</td>
<td>10</td>
<td>12</td>
<td>17</td>
<td>23</td>
<td>13</td>
</tr>
<tr>
<td>Italy</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bank</td>
<td>98</td>
<td>98</td>
<td>95</td>
<td>64</td>
<td>–34</td>
</tr>
<tr>
<td>Institutional</td>
<td>6</td>
<td>5</td>
<td>11</td>
<td>31</td>
<td>25</td>
</tr>
<tr>
<td>United Kingdom</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bank</td>
<td>58</td>
<td>64</td>
<td>55</td>
<td>44</td>
<td>–14</td>
</tr>
<tr>
<td>Institutional</td>
<td>28</td>
<td>26</td>
<td>32</td>
<td>38</td>
<td>10</td>
</tr>
<tr>
<td>Canada</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bank</td>
<td>45</td>
<td>55</td>
<td>44</td>
<td>38</td>
<td>–7</td>
</tr>
<tr>
<td>Institutional</td>
<td>23</td>
<td>19</td>
<td>25</td>
<td>35</td>
<td>12</td>
</tr>
<tr>
<td>Japan</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bank</td>
<td>45</td>
<td>36</td>
<td>38</td>
<td>24</td>
<td>–21</td>
</tr>
<tr>
<td>Institutional</td>
<td>10</td>
<td>10</td>
<td>16</td>
<td>17</td>
<td>7</td>
</tr>
<tr>
<td>United States</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bank</td>
<td>58</td>
<td>58</td>
<td>42</td>
<td>21</td>
<td>–37</td>
</tr>
<tr>
<td>Institutional</td>
<td>31</td>
<td>31</td>
<td>40</td>
<td>44</td>
<td>13</td>
</tr>
<tr>
<td>G7</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bank</td>
<td>69</td>
<td>66</td>
<td>63</td>
<td>47</td>
<td>–22</td>
</tr>
<tr>
<td>Institutional</td>
<td>16</td>
<td>15</td>
<td>23</td>
<td>31</td>
<td>15</td>
</tr>
</tbody>
</table>

**Notes:** The intermediation ratio measures the share of the financial claims of banks and institutional investors as a percentage of total intermediated claims. The sum of bank and institutional ratios can be below 100, due to financial claims of other financial institutions, or over 100, due to double counting. Data for other EU Member States and time periods are not available, but the objective of this table is to show the shift from bank to institutional intermediation.

**Source:** Davis (2003)
Box 6.4 Institutional investment in the new EU Member States

Institutional investment can be seen as a luxury good. The most basic financial needs of households are the use of currency (coins and banknotes) and bank services (depositing and lending). Only when their income is increasing do households start to buy insurance and to save for retirement. This relationship is presented in Figure 6.5. Institutional investment starts to develop at a GDP per capita of around €5,000 and becomes meaningful beyond levels of €15,000. Greece and Portugal had a relatively low GDP per capita when they entered the EU in the 1980s. Figure 6.5 illustrates that their GDP per capita has gradually caught up with the EU average and that their institutional sector has also gradually developed. Currently, the new EU Member States have a very small institutional sector, but institutional investment in these countries is expected to grow in line with economic development.

Figure 6.5 Institutional investment and economic development, 2005

Note: Total assets of institutional investment are defined as the assets of pension funds, insurance companies and mutual funds. Ireland and Luxembourg are excluded, as they attract mutual funds from other countries due to a favourable tax regime.

Source: Own calculations based on ECB (2006)
have recovered and institutional assets are returning to their previous levels. The turmoil on the global financial markets at the beginning of this century reveals the vulnerability of institutional investors (with equity investments of up to 50 per cent of their portfolio) to such downward market pressures.

### Drivers of growth of institutional investment

The growth of institutional investment can be explained by supply and demand factors. Institutional investors have become more efficient in their function as a financial intermediary, while households have an enhanced need for services provided by institutional investors. Institutional investors are well placed to perform the key functions of the financial system as identified in chapter 1, i.e., trade, manage, and diversify risk, and reduce information and trading costs.
Supply-side factors

Institutional investors are pooling funds from individual households. Due to economies of scale, they are able to invest these funds more efficiently than individuals. Moreover, institutional investors are able to invest in assets that are indivisible (such as property) and therefore often not available to small investors. So, institutional investors provide diversified portfolios at low cost to households. For instance, a mutual fund requires a low level of minimum investment and offers households the possibility to invest in a diversified way. Costs of asset management are low as they are shared among many households, so that institutional investors offer an attractive risk-return profile.

Because of their policy to hedge exposure and to diversify their investments, institutional investors are increasingly using derivatives. Many of the new risk-management tools have been developed especially for institutional investors, increasing the efficiency of the financial system. Furthermore, when institutional investors adopt more active trading policies, they enhance the liquidity of markets, leading to higher efficiency and lower transaction costs. Davis (2003, p. 21) states that ‘by demanding liquidity, institutional investors help to generate it’.

With respect to corporate governance, institutional investors have more ‘bargaining power’ than individual investors as they are often important shareholders in companies. However, the different types of institutional investors are not equally active in corporate governance. Gillan and Starks (2003) distinguish between pressure-sensitive and insensitive institutional investors. Pressure-sensitive investors are bankers and insurers who care about current or potential business relations with corporations in which they invest. They are more passive institutions. Pension funds and mutual funds are not sensitive to pressure and therefore are more active institutions. In particular, public pension funds are the pioneers in active corporate governance. Well-known examples are Hermes (the UK postal pension fund), CALPERS (California Public Employees Retirement Scheme), and ABP (see Box 6.1). More recently, hedge funds have become aggressive players in corporate governance.

Also deregulation has spurred the development of institutional investors. For example, commissions have been reduced and institutional investors have more freedom to investment internationally and to distribute their products to a wider public. Deregulation has also stimulated competition among asset-management institutions, which has lowered costs for the end-user, i.e., households. The European Commission plays a crucial role in regulatory issues concerning institutional investors. Because of the ageing problems that the EU Member States face (see below), the Commission urged countries
to reform their pension schemes. At the same time, the Commission proposed a number of directives that would impose severe restrictions on pension funds and life insurance companies (‘quantitative portfolio regulations’). After lengthy negotiations between the Commission, the Member States, and the pension funds, a new Pension Directive has been adopted to stimulate the single European market for pension funds. This directive promotes prudent investing of pension funds applied to the portfolio as a whole rather than to individual investments (the ‘prudent person’ principle). No quantitative restrictions have been imposed on the portfolio composition of EU pension funds. EU pension funds are thus able to optimise their risk-return profile (see section 6.3 on international diversification).1

In contrast, insurance companies still face certain regulatory restrictions. The percentage of equity as well as the percentage of foreign assets in their portfolio is restricted. The new regulatory framework for the insurance industry, Solvency II, is supposed to remove most of these restrictions, which would be advantageous for the proper development of institutional investments in the EU. Chapter 10 explains the regulatory framework for financial institutions in Europe.

The final supply-side factor furthering the development of institutional investors consists of fiscal advantages. Pension funds benefit from deferred taxation (contributions and investment returns are not taxed, but payouts are taxed). Life insurance contributions also often benefit from deferred taxation, while mutual funds enjoy a favourable tax regime in some EU countries (such as Luxembourg and Ireland).

**Demand-side factors**

Demand-side factors also play an important role in explaining the vast growth of institutional investment. The need for saving via institutional investors is linked to the level of social security benefits to which households are entitled. Institutional investment is stimulated when social security provides only a minimum level of income after retirement. In that case, the remaining part of income is provided via some kind of institutional saving.

The demand for institutional savings is mainly fuelled by demographic developments. Table 6.8 shows that the EU population is ageing. The need to save for retirement is thus increasing. Saving for retirement is done primarily via institutional investors. Which institutions benefit most from these demographic developments depends on the country-specific situation. In countries where pension funds are well established, like the Netherlands and the UK, retirement saving primarily takes place via pension funds. Employees in
France, where pension funds are practically non-existent, save for their retirement via life insurance companies and mutual funds.

Demographic projections for the EU indicate that by 2050 the dependency ratio will be double that of today, moving from 26 in 2005 to 53 in 2050. The dependency ratio is equal to the number of individuals aged below 15 or above 64 divided by the number of individuals aged 15 to 64, expressed as a percentage. This can be explained by the expected fertility rates and life expectations in the EU. Total fertility rates have declined dramatically over the past decades, falling from an average of 2.7 children per woman of child-bearing age in 1970 to 1.6 in 2004. At the same time, life expectancy in the EU-15 increased from 71 years in 1970 to 79 years in 2003. It is expected to increase further.

Finally, over the last two decades European households have become wealthier, which has resulted in an increase in their investment horizon. These household investors bother less about the liquidity of their investments, as they are better positioned to absorb liquidity shocks. Less liquid investments offer a higher return. So wealthier households will search for the highest risk-return profile in the medium to long run. This means a shift from the

<table>
<thead>
<tr>
<th>Country</th>
<th>2000</th>
<th>2005</th>
<th>2010 (f)</th>
<th>2020 (f)</th>
<th>2030 (f)</th>
<th>2040 (f)</th>
<th>2050 (f)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>22.9</td>
<td>23.6</td>
<td>26.3</td>
<td>30.3</td>
<td>40.8</td>
<td>50.4</td>
<td>53.2</td>
</tr>
<tr>
<td>Belgium</td>
<td>25.5</td>
<td>26.3</td>
<td>26.4</td>
<td>32.2</td>
<td>41.3</td>
<td>47.2</td>
<td>48.1</td>
</tr>
<tr>
<td>Denmark</td>
<td>22.2</td>
<td>22.6</td>
<td>24.8</td>
<td>31.2</td>
<td>37.1</td>
<td>42.1</td>
<td>40.0</td>
</tr>
<tr>
<td>Finland</td>
<td>22.2</td>
<td>23.7</td>
<td>25.4</td>
<td>37.0</td>
<td>45.0</td>
<td>46.1</td>
<td>46.7</td>
</tr>
<tr>
<td>France</td>
<td>24.6</td>
<td>25.3</td>
<td>25.9</td>
<td>33.2</td>
<td>40.7</td>
<td>46.9</td>
<td>47.9</td>
</tr>
<tr>
<td>Germany</td>
<td>23.9</td>
<td>27.8</td>
<td>31.0</td>
<td>35.1</td>
<td>46.0</td>
<td>54.6</td>
<td>55.8</td>
</tr>
<tr>
<td>Greece</td>
<td>24.2</td>
<td>26.8</td>
<td>28.0</td>
<td>32.5</td>
<td>39.1</td>
<td>49.8</td>
<td>58.8</td>
</tr>
<tr>
<td>Ireland</td>
<td>16.8</td>
<td>16.5</td>
<td>17.5</td>
<td>22.5</td>
<td>28.3</td>
<td>35.9</td>
<td>45.3</td>
</tr>
<tr>
<td>Italy</td>
<td>26.8</td>
<td>29.4</td>
<td>31.3</td>
<td>36.6</td>
<td>45.2</td>
<td>59.8</td>
<td>66.0</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>21.4</td>
<td>21.2</td>
<td>21.6</td>
<td>24.7</td>
<td>31.5</td>
<td>36.7</td>
<td>36.1</td>
</tr>
<tr>
<td>Netherlands</td>
<td>20.0</td>
<td>20.7</td>
<td>22.2</td>
<td>29.0</td>
<td>36.7</td>
<td>41.6</td>
<td>38.6</td>
</tr>
<tr>
<td>Portugal</td>
<td>23.7</td>
<td>25.2</td>
<td>26.5</td>
<td>31.5</td>
<td>39.0</td>
<td>48.9</td>
<td>58.1</td>
</tr>
<tr>
<td>Spain</td>
<td>24.5</td>
<td>24.5</td>
<td>25.4</td>
<td>30.0</td>
<td>38.9</td>
<td>54.3</td>
<td>67.5</td>
</tr>
<tr>
<td>Sweden</td>
<td>26.9</td>
<td>26.4</td>
<td>28.0</td>
<td>34.4</td>
<td>38.5</td>
<td>41.5</td>
<td>40.9</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>23.9</td>
<td>24.4</td>
<td>25.1</td>
<td>30.3</td>
<td>37.4</td>
<td>43.8</td>
<td>45.3</td>
</tr>
<tr>
<td>EU-15</td>
<td>24.3</td>
<td>25.9</td>
<td>27.5</td>
<td>32.8</td>
<td>41.2</td>
<td>50.0</td>
<td>53.2</td>
</tr>
</tbody>
</table>

Notes: The figure for the EU-15 is a weighted average in which the GDP of the EU-15 countries is used as weights; (f) means forecast.

Source: Eurostat
traditional savings account (which can often be withdrawn on demand) towards long-term investments. However, most retail investors are risk averse and do not feel very comfortable with making investment decisions. So investing via institutional investors instead of direct investment will be more convenient.

### 6.3 Portfolio theory and international diversification

**Portfolio theory**

According to the international version of the CAPM, investors should hold an internationally diversified portfolio since such a portfolio maximises returns given a certain risk profile. This can be explained by Figure 6.6 which plots the mean and standard deviation of annualised monthly returns from January 1980 to December 2005 for two different equity portfolios. The first is the MSCI (Morgan Stanley Capital International) USA index, which is a proxy for the American stock market. The second is based on the MSCI Europe index, which is a proxy for the European stock market. Moving along the curve from 100 per cent US stocks to 100 per cent European stocks, the line plots

![Figure 6.6](image.png)

**Figure 6.6** The simplified efficient frontier for US and European equities

*Note:* This graph is based on returns from the MSCI USA Index and MSCI Europe Index over the period 1980–2005.

*Source:* Bosch and Schoenmaker (2006)
the mean returns and standard deviations. This is a simplified version of the so-called efficient frontier, i.e., the portfolio with the minimum standard deviation for a given return.

The mean of the MSCI USA is lower than portfolio C, which has the same standard deviation but includes a fraction of European stocks. In fact, as long as investors prefer higher returns and lower variance, the minimum-variance portfolio at point B (with 40 per cent European equity) is preferable to a portfolio consisting of US shares only. However, as will be explained in more detail in the next section, American investors hold only 7 per cent of European stocks in their equity portfolio, which is indicated by point A.

Figure 6.6 illustrates that it is beneficial for investors to diversify geographically. The formal international CAPM model can be derived from the standard mean-variance framework modified to include foreign securities (Lewis, 1999). In the mean-variance framework, investors optimise their portfolio by increasing their return (i.e., the mean of their wealth) and decreasing their risk (i.e., the variance of their wealth). By introducing foreign stocks, investors have to choose the optimal mix of domestic and foreign stocks in their portfolio. Box 6.5 presents the international CAPM model derived by Lewis.

**Box 6.5 The international CAPM model**

Suppose that domestic investors have access to two risky assets, a domestic and a foreign stock. The domestic investor chooses the proportion of his wealth portfolio held in foreign stocks, \( x \) (with \( 0 < x < 1 \)). The investor’s objective is to increase mean wealth, \( E(W_t) \), and decrease the variability of wealth, \( \text{var}(W_t) \). His objective function is given by:

\[
\max V = V(E(W_t), \text{var}(W_t)) \tag{6.1}
\]

subject to \( V_1 > 0, \ V_2 < 0 \) \tag{6.2}

Where \( W_t \) = next-period wealth, and \( E_0 = \) the expected value conditional upon information known at time 0. \( V_1 \) is the partial derivative of \( V \) with respect to the first term, and \( V_2 \) with respect to the second term. The one-period return is a combination of the foreign return earned on the fraction of foreign stocks, denoted by \( x \), and the domestic return earned on the fraction of domestic stocks, denoted by \( (1-x) \), and is given by:

\[
W_t = W_0(1 + x \cdot r^f + (1-x) \cdot r^h) = W_0(1 + x \cdot (r^f - r^h) + r^h) \tag{6.3}
\]
Where \( W_0 \) = current wealth, \( r^f \) = foreign return, and \( r^h \) = domestic return. The variance of the one-period return is given by:

\[
\text{var}(W_1) = \text{var}(W_0 (1 + x \cdot (r^f - r^h) + r^h)) \\
= W_0^2 \text{var}(1 + x \cdot (r^f - r^h) + r^h) \\
= W_0^2 (x^2 \text{var}(r^f - r^h) + 2 \cdot x \cdot (\rho_{mh} \cdot \sigma_f \cdot \sigma_h - \sigma_h^2) + \sigma_h^2)
\]

Where \( \sigma_h^2 = \text{var}(r^h) \) = the variance of the domestic stock return, \( \sigma_f^2 = \text{var}(r^f) \) = the variance of the foreign stock return to the domestic investor, and \( \sigma_{mh} = \rho_{mh} \cdot \sigma_f \cdot \sigma_h = \text{cov}(r^f, r^h) \) = the covariance between the domestic and foreign returns. The optimal fraction of foreign stock \( x^* \) can be calculated by deriving the first-order condition of the objective function \( V \). The first-order condition is given by:

\[
\frac{\delta V}{\delta x} = V_1 \cdot W_0 \cdot (r^f - r^h) \\
+ V_2 \cdot W_0^2 \cdot (2 \cdot x \cdot \text{var}(r^f - r^h) + 2 \cdot \sigma_{mh} - 2 \cdot \sigma_h^2) = 0
\]

Dividing by \( W_0 \) and arranging terms leads directly to:

\[
x^* = \frac{r^f - r^h}{\text{var}(r^f - r^h)} \cdot \frac{-V_1}{2 \cdot V_2 \cdot W_0} + \frac{\sigma_h^2 - \sigma_{mh}}{\text{var}(r^f - r^h)}
\]

(6.5)

where \( \gamma \) is the parameter of risk aversion \( \frac{V_2 W_0}{V_1} \). The interpretation of the demand function for foreign stock is straightforward. The first term on the right-hand side of equation 6.6 represents the demand arising from higher-potential returns from the foreign stock. The lower the risk aversion, \( \gamma \), the greater the response of demand to higher expected returns. However, as \( \gamma \) increases, the importance of relative returns across countries declines. In the limiting case when \( \gamma \) equals infinity, i.e., investors are infinitely risk averse, the first term disappears. The demand for foreign stock then reduces to the second term, i.e., the portfolio share that minimises the variance of the wealth portfolio. This portfolio is illustrated by point B in Figure 6.6. Thus, in general, the demand for foreign stock depends on a combination of the risky portfolio share given by the first term and the minimum-variance portfolio given by the second term.

Source: Lewis (1999)
International diversification

When investors diversify their portfolio internationally, they can generate an extra return and/or reduce risk. Lewis (1999) calculates that an American investor can generate an extra return of about 50 basis points per year while also decreasing risk (moving to point B in Figure 6.6), or 80 basis points per year with no change in risk (moving to point A’ in Figure 6.6). Empirical evidence for European investors shows an even stronger effect. Schröder (2003) finds that a British investor, holding the optimal portfolio of 80 per cent non-domestic assets instead of a portfolio of 20 per cent non-domestic assets, generates an extra return of 2.2 per cent per year. A German investor, holding the optimal portfolio, generates an extra return of 3 per cent per year. The excess return for European investors is larger than for American investors because the US market is very large so there is less upside potential from investing in foreign markets.

By the same token, international diversification reduces the cost of capital (Stulz, 1999). The expected return that investors require for investing in equity to compensate them for risk generally falls resulting in lower cost of capital for companies.

The international CAPM is derived under the assumption that capital markets are perfect. Perfect capital markets imply a world without any barriers. However, several barriers may hamper international capital flows (Karolyi and Stulz, 2003). First, there are traditional barriers including capital controls and trading costs. While capital controls have been abolished in the EU over the past three decades (see chapter 2), cross-border trading costs are still higher than domestic trading costs (see chapter 5 on cross-border trading costs in the EU). Second, barriers can be related to different expectations about stock returns, volatilities, and covariances. In particular, investors can be more uncertain about the expected returns of foreign stock. An important risk in the cross-border setting is exchange-rate risk. The degree of risk aversion is captured by $\gamma$ in equation 6.6. Finally, barriers can emerge from differences in information between local and foreign investors. According to the ‘corporate insider theory’, it is not possible for the home bias to fall sharply if it is optimal for insiders to have large ownership stakes in corporations in a specific country and foreign investors are not corporate insiders (Stulz, 2005). The existence of insider ownership thus limits the holdings of foreign investors.

The increasing importance of institutional investors may reduce the home bias. As professional parties, they may have better means to overcome the barriers to international investment. They employ, for example, analysts who can reduce the information asymmetries. Furthermore, due to their size, they
can negotiate lower tariffs for large (cross-border) deals. Section 6.4 produces some empirical evidence on the impact of institutional investors on the home bias.

6.4 The home bias in European investment

Measuring the home bias

A home bias exists when investors underweight foreign assets in their portfolio while this might not be optimal from a diversification point of view. There is robust evidence across a large range of countries for the existence of such a home bias (Chan et al., 2005). This section analyses to what extent (institutional) investors in Europe diversify their investments geographically. By comparing the levels of the home bias between 1997–2004, it is possible to analyse whether the home bias has declined over time.

To derive the home bias, the international CAPM is used. The optimal portfolio with no bias can be calculated under strict assumptions (Elton et al., 2007). In the international setting, these assumptions include fully integrated capital markets and purchasing-power parity. Fully integrated capital markets imply that investors can buy and sell securities in foreign markets without any restrictions or extra transaction costs. Under purchasing-power parity the long-run equilibrium exchange rates of currencies are equal to the currencies’ purchasing power. It is based on the law of one price, which means that identical goods (including securities) in different markets must have the same price. When purchasing-power parity holds, exchange-rate risk is no longer relevant. If there are homogeneous expectations, all investors select the same optimal portfolio. Equilibrium in the international setting is achieved when all investors hold the world market portfolio in which each country portfolio is weighted by its market capitalisation.

The equity home bias, labelled $EHB_i$, is measured as one minus the foreign asset acceptance ratio which measures the extent to which the share of foreign assets in the portfolio of country $i$ diverges from the relative share of foreign assets in the total world market portfolio (Ahearne et al., 2004). The home bias is higher, the more the foreign asset acceptance ratio is below unity. The equity home bias is given by:

$$EHB_i = 1 - \frac{\text{Foreign Equity}_i}{\text{Foreign Equity to Total Market}_i}$$  

(6.7)
in which $\text{Foreign Equity}_i = \text{share of country } i\text{'s holdings of foreign equity in country } i\text{'s total equity portfolio } (1 - \text{share of domestic equity}); \frac{\text{Foreign Equity}}{\text{Total Market}}_i = \text{the share of foreign equity in the world portfolio available to country } i\text{ } (1 - \text{share of country } i\text{ in the total market capitalisation). The country portfolio is calculated as the domestic market capitalisation plus foreign equity holdings minus foreign owners of domestic equity.}

Equation 6.7 measures to what extent domestic equity is overweighed compared with foreign equity in the investment portfolio. $EHB$ will be equal to 0 if investors show no preference for equity issued domestically. If domestic investors have a preference for domestic equity, the ratio will be between 0 and 1. The home-bias formula can be illustrated as follows. Country $i$ investors allocate 15 per cent of their portfolio to foreign equity, while the total world-market portfolio comprises 75 per cent of foreign equity and 25 per cent of domestic equity. Country $i$ investors thus exploit international diversification to only one-fifth ($15/75$) and thus have a home bias of 0.8. $EHB_i$ is 1.0 if domestic investors invest 100 per cent of their equity portfolio domestically. In a similar vein, the preference of investors for domestic-debt securities can be measured. This home-bias measure for bonds is $BHB_i$.

Finally, the regional bias can be measured. The question is whether European investors show a preference for European securities in their foreign securities portfolio in comparison with US securities. Within the part of the investment portfolio that is invested in foreign equity and bonds, EU investors should, according to the international CAPM, show no preference for either European or US equities and bonds.

Similar to the analysis of the domestic home bias, it can be tested whether European investors have a bias towards European equities and bonds. The regional bias for European investors is measured as one minus the US asset acceptance ratio. This ratio measures the extent to which the share of US assets in the foreign equity portfolio of country $i$ diverges from the relative share of US assets in the total foreign-market portfolio. The regional bias for equities is given by:

$$REB_i = 1 - \frac{\text{US Equity}_i}{\text{US Equity to Foreign Market Portfolio}_i}$$

in which $\text{US Equity}_i = \text{share of country } i\text{'s holdings of US equity in country } i\text{'s total foreign-equity portfolio } (1 - \text{share of EU equity in foreign portfolio}); \text{US Equity to Foreign Market Portfolio}_i = \text{share of US equity in the foreign-equity portfolio which is available for country } i$. The available foreign portfolio for
country \textit{i} is total domestic market capitalisation of EU and US minus domestic market capitalisation of country \textit{i}.

The foreign-market portfolio differs per country. For example, as the UK comprises a large part of total EU equity, the foreign-equity portfolio for the UK is smaller than that of other countries. The same applies to the foreign-bond portfolio. It is expected that the regional bond bias (RBB) is higher than the regional equity bias (REB) for the countries in the euro area, because there is no exchange rate (and interest-rate risk) involved, and international diversification of bonds primarily focuses on credit-risk diversification.

**Evidence on the home bias**

Some recent empirical studies measure the development of the home bias in the EU-15 (De Santis and Gérard, 2006; Bosch and Schoenmaker, 2006). Table 6.9 gives an overview of the equity and bond home bias in 1997, 2001, and 2004. All countries experienced a sharp decline of the equity home bias

<table>
<thead>
<tr>
<th>Country</th>
<th>Equity home bias</th>
<th>Bond home bias</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>0.82</td>
<td>0.49</td>
</tr>
<tr>
<td>Belgium</td>
<td>0.86</td>
<td>0.73</td>
</tr>
<tr>
<td>Denmark</td>
<td>0.83</td>
<td>0.65</td>
</tr>
<tr>
<td>Finland</td>
<td>0.96</td>
<td>0.86</td>
</tr>
<tr>
<td>France</td>
<td>0.90</td>
<td>0.85</td>
</tr>
<tr>
<td>Germany</td>
<td>n/a</td>
<td>0.77</td>
</tr>
<tr>
<td>Greece</td>
<td>n/a</td>
<td>0.99</td>
</tr>
<tr>
<td>Italy</td>
<td>0.89</td>
<td>0.80</td>
</tr>
<tr>
<td>Netherlands</td>
<td>0.77</td>
<td>0.56</td>
</tr>
<tr>
<td>Portugal</td>
<td>0.94</td>
<td>0.89</td>
</tr>
<tr>
<td>Spain</td>
<td>0.95</td>
<td>0.89</td>
</tr>
<tr>
<td>Sweden</td>
<td>0.86</td>
<td>0.70</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>0.84</td>
<td>0.80</td>
</tr>
<tr>
<td>United States</td>
<td>0.83</td>
<td>0.82</td>
</tr>
<tr>
<td><strong>EU-13</strong></td>
<td>0.86</td>
<td>0.78</td>
</tr>
<tr>
<td><strong>euro area</strong></td>
<td>0.87</td>
<td>0.79</td>
</tr>
<tr>
<td><strong>non-euro area</strong></td>
<td>0.84</td>
<td>0.78</td>
</tr>
</tbody>
</table>

*Note:* EU-13, euro, and non-euro area are calculated as a weighted average; n.a. means not available.

*Source:* Bosch and Schoenmaker (2006)
from 1997 to 2001. In most countries the home bias decreased further after 2001, but in some countries (such as Austria, Denmark, Italy, and Spain) the home bias increased after 2001. The Netherlands has the lowest home bias (0.43 in 2004); it also had the largest decline from 1997 to 2004. The southern European countries have a bias around 0.90. The equity home bias in the UK and the US decreased slightly from 1997 to 2004 but was still relatively high (0.80 and 0.81, respectively).

The weighted average bias for the EU-13 (EU-15 except for Ireland and Luxembourg) declined by 0.08 from 1997 to 2001, after which the bias remained stable at 0.78. It is interesting that the EU bias has decreased after the introduction of the euro, without a significant change of the US bias over this period. While the weighted-average bias for the countries in the euro area was higher in 1997 than the bias of the non-euro countries, the bias for the countries in the euro area decreased by 0.10 from 1997 to 2004 compared with 0.05 for the non-euro countries.

Table 6.9 also illustrates that the BHB has declined in all countries in the sample, and this reduction is in general larger than that of the EHB. In 2004, the BHB is the lowest for the Netherlands (0.17), followed by Austria and the UK. Denmark, Sweden, Greece, and Italy still exhibit a large BHB relative to the other EU Member States.

Compared with the EHB, the BHB is on average lower for the EU-13 countries. The weighted average BHB for the EU-13 was 0.60 in 2004, a reduction of 0.24 since 1997. The differences between the EU countries are larger for the BHB than for the EHB. The US has an exceptionally high BHB at 0.96. It can be concluded that US investors are very domestically focused within their long-term debt portfolios, and allocate only a small percentage of their bond portfolio to EU bonds. This is partly in line with theory. As the US economy is very large, there is more scope for US investors to diversify credit risk domestically without incurring exchange-rate risk.

For the EU, the largest decline has taken place in the period 1997 to 2001, which is related to the introduction of the euro. The decrease of the home bias for bonds from 1997 to 2004 is larger for the countries in the euro area (0.27) than for those outside the monetary union (0.19). The fact that the non-euro countries still have a lower BHB is fully driven by the UK. The reported results for the EHB and BHB are largely in line with the findings of De Santis and Gérard (2006). They also find a decline in the home bias from 1997–2001 for the countries in the sample.

As illustrated above, all countries in the sample exhibit a home bias towards domestic equities and bonds. Within the portfolio of foreign securities of the
14 countries in the sample, a distinction can be made between investments in European and US securities. If the home-bias puzzle is mainly a geographical phenomenon, this implies that within their foreign portfolio European investors give too much importance to European securities.

Table 6.10 reports the output concerning the regional bias for equities and bonds. Investors in all European countries in the sample overweigh European relative to US equities. This means that the home bias also persists on a regional level. The weighted average REB for the EU-13 increased from 1997 to 2004. The split between countries inside and outside the euro area identifies an interesting pattern. The REB increased by 0.12 for the euro countries, while the bias declined by 0.09 for the non-euro countries.

The Netherlands has the lowest REB of the EU-13 countries (0.11 in 2004), followed by Sweden and Greece (both 0.23). Denmark noticed the largest absolute decline (0.19) from 1997 to 2004. Portugal, Spain, Belgium, and France show a high preference for European equities in their foreign-investment portfolios. It is remarkable that the bias of Portugal, Spain, and France increased strongly from 1997 to 2004. Investors in these countries evidently

### Table 6.10 Regional equity and bond bias of European investors, 1997–2004

<table>
<thead>
<tr>
<th></th>
<th>Regional bias towards EU-13 equities</th>
<th>Regional bias towards EU-13 bonds</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>0.53</td>
<td>0.50</td>
</tr>
<tr>
<td>Belgium</td>
<td>0.70</td>
<td>0.71</td>
</tr>
<tr>
<td>Denmark</td>
<td>0.58</td>
<td>0.42</td>
</tr>
<tr>
<td>Finland</td>
<td>0.69</td>
<td>0.61</td>
</tr>
<tr>
<td>France</td>
<td>0.48</td>
<td>0.59</td>
</tr>
<tr>
<td>Germany</td>
<td>n/a</td>
<td>0.59</td>
</tr>
<tr>
<td>Greece</td>
<td>n/a</td>
<td>0.44</td>
</tr>
<tr>
<td>Italy</td>
<td>0.53</td>
<td>0.48</td>
</tr>
<tr>
<td>Netherlands</td>
<td>0.25</td>
<td>0.26</td>
</tr>
<tr>
<td>Portugal</td>
<td>0.33</td>
<td>0.65</td>
</tr>
<tr>
<td>Spain</td>
<td>0.33</td>
<td>0.72</td>
</tr>
<tr>
<td>Sweden</td>
<td>0.26</td>
<td>0.23</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>0.47</td>
<td>0.53</td>
</tr>
<tr>
<td>EU-13</td>
<td>0.43</td>
<td>0.50</td>
</tr>
<tr>
<td>euro area</td>
<td>0.41</td>
<td>0.52</td>
</tr>
<tr>
<td>non-euro area</td>
<td>0.45</td>
<td>0.48</td>
</tr>
</tbody>
</table>

Notes: EU-13, euro, and non-euro area are calculated as a weighted average; n.a. means not available.
Source: Bosch and Schoenmaker (2006)
moved to a euro-area investment strategy and thereby reduced their foreign (US) equity holdings.

Table 6.10 also reports the RBB of European investors. The weighted average for the EU-13 countries increased from 1997 to 2004. The increase in the RBB was driven by the euro countries. The RBB increased by 0.09 for the countries in the euro area and declined by 0.02 for those outside. The absolute value of the bias in 2004 was twice as large for the euro countries (0.82 vs. 0.41). The UK has the lowest RBB, followed by Sweden and Denmark (which are all non-euro countries). While the Netherlands had the lowest bias in all previous tables, its RBB is equal to the EU-13 weighted average, at 0.74. Countries in the euro area, such as Austria, Belgium, and Finland, saw their RBB increase to around 0.90 in 2004. It can be concluded that for these countries the decline in the BHB is caused by a shift from domestic towards EU-13 bonds, and not to US bonds. These countries diversify the credit risk of the bond portfolio to a significant extent, but within the EU. The interest-rate risk is hedged by investing primarily in EU bonds, which have interest rates which are almost identical (euro area) or linked (non-euro area) to domestic rates. Moreover, exchange-rate risk is largely eliminated.

The international diversification strategy of institutional investors is graphically illustrated in Figures 6.7–6.10. Data for 1997 and 2004 are compared for four regions: the US, the EU-13, the ten euro countries within the EU-13, and the three non-euro countries within the EU-13. Figures 6.7 and 6.8 illustrate that the decline in the home bias is larger for the EU than for the US.
Within the EU-13 countries, the ten euro countries show a larger decline in the home bias than the three non-euro countries.

While the equity and bond home bias in the euro area has declined faster than in the non-euro countries (Figures 6.7 and 6.8), the reverse is true for the regional bias (Figures 6.9 and 6.10). In fact, this bias has increased...
for both equity and bonds in the euro area, but has decreased on average for the three non-euro countries. These results are consistent with the theory of economic integration. Since the introduction of the euro in 1999, investors in the euro countries have allocated a larger part of their portfolio to foreign assets than have non-euro countries and the US. At the same time, the regional bias of the euro area has increased, as investors in euro countries have invested their foreign assets mainly in their own region. Investors based in the euro area have thus shifted from a country-based investing strategy towards a sector-based strategy. So there is a ‘euro effect’ as the euro has caused a decrease of the home bias but an increase of the regional bias. The regional bias decreased for the non-euro countries, which means that they partly shifted their foreign assets towards US assets compared with EU assets.

Explaining the home bias

If the gains of international diversification are positive and significant, why do (institutional) investors not hold the theoretically optimal portfolio? Table 6.11 explains which factors influence the size of the equity home bias.

The first factor is the ratio of total exports to GDP. This is a proxy for ‘trade’. Investors in countries with a large export-to-GDP ratio have a lower need for international diversification, as the companies in these countries are already
diversifying via their international business. However, this ratio could also be a proxy for the mindset of investors in a country indicating the openness of that country. If companies tend to do business abroad and diversify their business geographically, investors could act in the same manner.

Table 6.11 reports that export to GDP has a significant negative effect on the home bias. This supports the theory that countries with relatively large trade volumes can be considered as more ‘open’ and have a lower bias due to the openness effect. The domestic companies in these countries have significant exposure to the world market due to their level of international trade. However, investors in these countries are subject to a lower EHB, as they also tend to ‘trade’ (invest) internationally.

The second factor is the size of the institutional sector. Table 6.11 shows that the relative size of the institutional sector has a negative and significant effect on the home bias. Countries in which institutions manage a larger part of the financial assets exhibit larger international diversification. Indeed, this finding indicates that institutional investors, as professional asset managers, are subject to a lower home bias than non-financial corporations or households. This is the professionalism effect.

The third factor is the percentage of shares held by corporate insiders. Insider ownership is expected to increase the home bias in two ways. First, domestic investors hold shares that foreign investors cannot own. Second, domestic investors allocate a lower amount to foreign equity, as they have locked up a part of their portfolio in domestic assets. It should be noted,
however, that the theory concerning insider ownership is developed to explain the bias towards a country (Stulz, 2005), but not necessarily the home bias of a country itself. The share of corporate insiders is the only variable that is not significant in Table 6.11, although it has the expected positive sign.

The fourth factor is the size of the domestic stock market to GDP. Table 6.11 illustrates that the relative size of the domestic stock market has a positive and significant effect on the home bias. Thus, investors are more domestically oriented if their domestic stock market is well developed. This indicates that investors are subject to the availability effect, which means that investors are more eager to invest in domestic assets when these domestic assets are relatively better available.

Finally, behavioural approaches may also explain the home bias. Behavioural finance draws upon psychological effects of individual behaviour. Huberman (2001), for example, argues that familiarity with domestic companies makes it easier for investors to invest in domestic equity. Campbell and Kräussl (2007) find that investors concerned with downside risk tend to hold a larger proportion of their portfolio in domestic equity, due to the greater downside risk from investing abroad.

6.5 Conclusions

The institutionalisation of the investment process, where professional market investors manage private savings, is a global trend. This chapter distinguishes three main types of institutional investors: pension funds, life insurance companies, and mutual funds. Both the demand side (growing investments by pension funds to cater for ageing and by mutual funds to accommodate wealth accumulation of households) and the supply side (shift from bank-financed companies to market-financed companies via equity and bonds) point to future growth of institutional investment.

As in many other financial sectors, distinctions between types of institutional investors are blurring. Mutual funds, in particular, are being used as a vehicle for retirement saving and are a specific asset class for pension funds. Private equity and hedge funds are alternative investments, which are increasingly added to the portfolio of pension funds. Insurance companies launch their own investment funds and are widely involved in pension provision, provision of annuities, and guaranteed investment contracts for pension funds, while also performing asset management for pension funds.
Institutional investors play an important role in monitoring companies in which they invest. This promotes good corporate governance. As dominant investors, institutions have the clout to influence the management of companies.

Finance theory suggests that investors should aim for international diversification of their investment portfolio to maximise returns given a certain risk profile. Nevertheless, there is a strong home bias in equity and bond portfolios. This chapter shows that the increasing professionalism of institutional investors (compared with individual investors) has led to a decline in the home bias in Europe. The elimination of exchange-rate risk following the introduction of the euro has led to a further decline of the home bias in the euro area.

NOTES

1. Davis and Steil (2001) discuss the two main approaches, namely ‘prudent person rules’, which enjoin portfolio diversification and broad asset-liability matching, and ‘quantitative portfolio regulations’, which limit holdings of certain types of asset within the portfolio. Both seek to ensure adequate portfolio diversification and liquidity of the asset portfolio, but in different ways.

2. Data concerning foreign equity and bond holdings are extracted from a country-level dataset of the IMF, the Coordinated Portfolio Investment Survey (CPIS). Luxembourg and Ireland are excluded from the EU-15 as they attract large amounts of foreign investment due to favourable tax policies, while the US is added to the dataset. This results in a sample of 14 countries. A proxy for the world-market portfolio is the domestic market capitalisation of the EU-13 and the US. In this way, we analyse to what extent the EU-13 countries and the US overweight domestic equity in their portfolio compared with foreign equity.
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The traditional business of banking is the provision of long-term loans that are funded by short-term deposits. Banks have a comparative advantage against other financial institutions in providing liquidity. They have also developed technologies to screen and monitor borrowers in order to reduce asymmetric information between the lender and the borrower. These liquidity-providing and monitoring functions give banks also a key position in modern capital-market transactions, such as underwriting, trading, and derivatives transactions.

Risk is fundamental to the business of banking. Progress in information technology in combination with demands by supervisors has spurred the development of advanced risk-management models. This, in turn, has prompted the centralisation and integration of some management functions such as risk management, treasury operations, compliance, and auditing. This integrated approach to risk management aims to ensure a comprehensive and systematic approach to risk-related decisions throughout the banking group. Moreover, banks with an integrated risk-management unit can exploit diversification opportunities at the group level.

The European banking market is made up of 27 national banking systems. Each national banking system has its own characteristics, such as the number of banks, the level of concentration, and the intensity of competition. Some banking systems are highly concentrated, but this does not necessarily lead to a lack of competition. An important condition for competitive pressure is that the market is open to new entry (contestability). The European Commission therefore promotes the removal of remaining obstacles to cross-border mergers and acquisitions.

Domestic banking mergers used to be very common, while more recently the frequency of cross-border mergers has increased. While it is not possible yet to speak of an integrated banking market, the level of cross-border penetration has gradually increased.
LEARNING OBJECTIVES

After you have studied this chapter, you should be able to:

- explain the role of banks as liquidity providers to the economy
- explain the role of banks in screening and monitoring (potential) borrowers
- explain the use of risk-management models by modern banks and the centralisation of the risk-management function
- explain the dynamics of domestic and cross-border mergers and acquisitions in banking.

7.1 Theory of banking

Drivers of bank profitability

Banks perform multiple functions. The traditional business of banks is lending. Before a bank grants a loan, it screens the creditworthiness of a potential borrower. After the loan is granted, a bank monitors whether the borrower takes excessive risks. The lending business generates income for banks. As loans are funded with deposits, the difference (or spread) between the lending and borrowing rate determines a bank’s profitability. Banks also make profits through various fee-earning activities, like capital-market transactions, such as underwriting and trading, and derivatives transactions. Banks use modern risk-management models to measure and control the risks arising from these transactions. These risk-management models are built on the monitoring technology that banks use in their lending business.

Lending business

Banks take deposits from the public and grant loans on their own account. These loans are typically held to maturity (the ‘originate and hold’ model). Banks are thus engaged in the transformation of liquid deposits into illiquid loans. The intermediation function of banks can be explained using a simple balance sheet (see Figure 7.1). On the liability side, banks fund themselves with many small deposits $D$ from the public. The effective deposit rate $r_D$ includes both the explicit interest paid and the cost of free services (for example, free access to ATMs). While deposits are redeemable on demand, depositors usually do not ask for their money back at the same time. Banks therefore hold only a fraction of these deposits in the form of liquid reserves.
R that consist of balances with the central bank or readily tradable assets, such as Treasury securities, that pay the risk-free rate \( r_F \).

Banks grant loans \( L \) on their own account. The expected loan rate \( r_L \) is different from the contracted rate on loans, as some borrowers default on their loan. Assuming a risk-neutral bank, the difference between the contracted or promised loan rate \( r_P \) and the expected loan rate \( r_L \) is given by:

\[
E(1 + r_P) = (1 + r_L) \cdot (1 - p) + (1 + r_P) \cdot p \cdot \gamma = 1 + r_L
\] (7.1)

where \( p \) is the probability of default and \( \gamma \) the recovery rate (the fraction of the principal and interest recovered in case of default). Equation 7.1 can be illustrated with a simple example. Assume a promised loan rate of 9 per cent, a probability of default of 5 per cent and a recovery rate of 80 per cent. The expected loan rate is 7.91 per cent, calculated as \((1.09 \times 0.95) + (1.09 \times .05 \times 0.8) = 1.0791\).

The bank’s profit \( \pi \) is the interest margin net of cost \( C \) and is given by:

\[
\pi = L \cdot r_L + R \cdot r_F - D \cdot r_D - C
\] (7.2)

An important determinant of bank profitability is the risk premium \( RP \), i.e., the difference between the promised loan rate and the risk-free rate \((r_P - r_F)\). The risk premium covers the expected loan losses (that are a function of \( p \) and \( \gamma \)), the cost of the loan business, and the reward for risk taking on the loans.

**Fee-based business**

Banks also make profits from fee-earning activities. These off-balance-sheet activities are related to the traditional loan business and include securitisation of assets, credit lines, and guarantees, such as letters of credit. Off-balance-sheet activities also encompass derivative transactions, such as forwards, options, and swaps. Nowadays, large banks are the key players in the derivatives markets.
Asset securitisation involves the sale of income-generating financial assets (such as mortgages, car loans, trade receivables, credit card receivables, and leases) by a bank, the originator of the financial assets, to a special purpose vehicle (SPV). The SPV finances the purchase of these financial assets by the issue of bonds, which are secured by those assets (see Box 7.1). Banks can thus liquefy their illiquid loans. The resulting ‘originate and distribute’ model separates the functions of granting loans and funding loans. When loans on their balance sheet are securitised, banks can provide new loans.

Finally, banks are increasingly involved in fee-earning capital-market and asset-management activities. European banks deliver services like underwriting securities, advising on mergers and acquisitions (M&As), and managing assets. In this way, they have recovered part of the business lost due to disintermediation (see chapter 6). Currently, non-interest income of banks in the EU amounts to 44 per cent of total income (ECB, 2006).

Box 7.1 Securitisation techniques

Securitisation is often arranged via a special purpose vehicle which buys the assets from the originator and issues securities against these assets. The SPV is a separate legal entity and the originator is generally not liable for the SPV’s possible bankruptcy.

Individual securities are often split into tranches, each with a different level of risk exposure. The higher tranche has priority (seniority) over the lower tranches on the cash that the SPV receives. This permits the highest tranche to achieve a much better credit rating than the average of the assets backing all the tranches together. The lower tranches have a correspondingly lower credit rating.

Deals may include a third-party guarantor, which provides (partial) guarantees for a fee. Specialised financial institutions, called ‘monolines’, guarantee the timely repayment of the principal and interest.

The ‘originate and distribute’ model can reduce information at the level of the originator (Buiter, 2007). Under the traditional ‘originate and hold’ model the loan officer collects information on the creditworthiness of the borrower. This information is also useful for the monitoring of the borrower until the loan matures. When the loans are sold, the incentive to gather information at the origination stage is diluted. Reputation considerations of the originating bank mitigate this problem, but do not eliminate it. Moreover, the information collected by the originator is often not effectively transmitted to the SPV. The holders of the securities issued by the SPV can, of course, collect their own information. Holders of residential mortgage-backed securities (RMBS), for example, can send staff to specific addresses to assess and value the individual residential properties. However, this is very costly and implies that the benefits of securitisation are wiped out.

Asset securitisation involves the sale of income-generating financial assets (such as mortgages, car loans, trade receivables, credit card receivables, and leases) by a bank, the originator of the financial assets, to a special purpose vehicle (SPV). The SPV finances the purchase of these financial assets by the issue of bonds, which are secured by those assets (see Box 7.1). Banks can thus liquefy their illiquid loans. The resulting ‘originate and distribute’ model separates the functions of granting loans and funding loans. When loans on their balance sheet are securitised, banks can provide new loans.

Finally, banks are increasingly involved in fee-earning capital-market and asset-management activities. European banks deliver services like underwriting securities, advising on mergers and acquisitions (M&As), and managing assets. In this way, they have recovered part of the business lost due to disintermediation (see chapter 6). Currently, non-interest income of banks in the EU amounts to 44 per cent of total income (ECB, 2006).
Banks as liquidity providers

Banks have an advantage compared with other financial institutions in providing liquidity. This advantage is rooted in the structure of the banking system (Garber and Weisbrod, 1990). First, there is an active and deep interbank market in which banks trade their liquidity surpluses and deficits (see chapter 3). Under normal circumstances, liquidity shocks at individual banks can easily be offset. A bank with a surplus lends to a bank with a deficit, and vice versa. As shown in chapter 4, the euro interbank market has worked smoothly from the first day of EMU. Money-market rates quickly converged to a single euro-wide money-market rate. TARGET (the wholesale payment system of the national central banks and the European Central Bank) provided the infrastructure for transferring funds in real time (see chapter 5).

Second, aggregate liquidity shocks are smoothed by the central bank. A central bank conducts open-market operations to inject (withdraw) liquidity in the money market if there is an aggregate shortage (surplus). Banks are the usual counterparties of the central bank in these open-market operations. In case an individual bank cannot square its position at the end of the day, it can use facilities offered by the central bank. To stimulate banks to do their business as much as possible on the money market, the rates for these standing facilities are slightly off-market. The ECB’s deposit rate is, for example, 1 per cent below the official refinancing rate for open market operations and the marginal lending rate is 1 per cent above the official refinancing rate.

These features of the banking system enable banks to provide liquidity to other financial institutions if and when needed. More importantly, they are also the main provider of liquidity to households and firms. The liquidity pyramid in Figure 7.2 illustrates these relationships. The central bank is at the top of the pyramid, as it can create liquidity without limit by expanding its balance sheet (granting loans and taking deposits). As explained above, the central bank only provides liquidity to banks that in turn provide liquidity to the rest of the financial system and to households and firms. Especially during crises it is important that central banks act swiftly to provide liquidity. However, banks also play a crucial role under these circumstances, as the examples presented in Box 7.2 illustrate.

Banks as delegated monitor

Asymmetric information lies at the core of banking. A borrower has private information on the cash flow of an investment project, which is unobservable
to outside lenders. Banks therefore monitor (potential) clients. Monitoring is defined here in a broad sense (Freixas and Rochet, 2008) as:

- screening projects ex ante (adverse selection);
- preventing opportunistic behaviour of the borrower during the project (moral hazard);
- auditing a borrower who fails to meet its contractual obligation (costly state verification).

Banks have a comparative advantage in monitoring (potential) borrowers if the following conditions are met (Diamond, 1984). First, a bank can develop economies of scale in monitoring by financing many investment projects. Second, the capacity of individual lenders is small compared to the size of many investment projects so that each project needs several lenders who would then need to monitor the borrowers. Finally, the costs of delegating this monitoring to a bank are small. Box 7.3 presents the Diamond model of delegated monitoring that shows that under these conditions it is efficient to delegate monitoring to a bank.

When the number of borrowers is large, it is efficient to delegate monitoring to one party. In the model shown in Box 7.3, a bank emerges as the delegated monitor for all lenders. Another party to whom lenders may delegate monitoring is a credit-rating agency. A credit rating agency assigns credit ratings to firms and governments that issue debt obligations, such as bonds (see chapter 3). A credit rating measures the creditworthiness of a firm. It basically looks at the firm’s ability to pay back a loan, which can be derived from observing the firm’s cash flows. The resulting credit rating affects the interest rate charged for the bonds.

What determines the choice between direct and intermediated lending? In practice, direct lending in the form of issuing bonds at the capital market is less expensive than bank lending. So only those firms that cannot issue direct
Box 7.2 Liquidity management during crises

On 19 October 1987 the US stock market crashed, with the S&P 500 stock market index falling about 20 per cent. The crash showed the vulnerability of the trading systems as they were not capable of processing so many transactions at once. Uncertainty about information contributed to a pull-back by investors from the market. Another factor contributing to the crash were margin calls to securities traders that accompanied the large price changes. When securities traders buy securities with borrowed money, they have to deposit a margin with the clearinghouse to cover the credit risk of the clearinghouse. As the value of securities declined, the clearinghouse called for extra margin. While necessary to protect the solvency of the clearinghouse processing the trades, the size of the margin calls reduced market liquidity as securities traders had drawn on their working capital to meet these margin calls and subsequently had difficulties in continuing trading. The Federal Reserve stepped in by providing highly visible liquidity support through massive open-market operations. More importantly, the Federal Reserve also encouraged banks to extend liquidity support to securities traders (brokers and dealers). The extension of credit by banks to securities firms was key to their ability to meet their clearing and settlement obligations and to continue to operate in these markets.

Another example was the sub-prime mortgage market crisis in the summer of 2007. Many banks, including various large banks like Goldman Sachs, City Group, and Merrill Lynch, announced large losses due to this crisis. As it was unclear to what extent banks were exposed to these risks, banks were reluctant to provide short-term loans to each other. The ECB and the Federal Reserve therefore stepped in and provided massive liquidity support. The Bank of England (BoE), however, initially remained on the sidelines. On 12 September 2007 BoE governor Mervyn King said the Bank of England would be prepared to provide emergency loans to any bank that ran into short-term difficulties as a result of temporary market conditions. But he appeared to rule out following the lead of the ECB and US Federal Reserve in pumping huge sums into the banking system to ease the liquidity drought. On 13 September, British bank Northern Rock, the country’s fifth largest mortgage lender, applied to the BoE for emergency funds caused by liquidity problems. Concerned customers withdrew an estimated £2 billion in just three days; this was the first run on a British bank in more than a century. On 17 September, Chancellor Alistair Darling intervened to try to end the crisis by agreeing to guarantee all deposits held by Northern Rock.

Debt on financial markets will request bank lending (Freixas and Rochet, 2008). When the uncertainty about the firm’s cash flows is relatively small (i.e., the asymmetric information between the firm and the lenders is limited), the firm can borrow on the market. As the uncertainty increases, banks come into play as they have more possibilities than credit rating agencies to ask
Box 7.3 When is it optimal to delegate monitoring to banks?*

Consider \( n \) identical borrowers who need funds for their investment projects. Each investment requires one unit of account and the returns of the investment are identically independently distributed. The cash flow \( \tilde{y} \) that a borrower obtains from his investment is unobservable for lenders. The asymmetric information regarding the cash flow gives rise to moral hazard, which can be solved either by monitoring the firm at a cost \( K \) or by signing a debt contract with a cost \( C \) (in case of insufficient cash flow). It is assumed that monitoring is more efficient than using the debt contract: \( K < C \). The next assumption is that each lender has only \( \frac{1}{m} \) available for investment (i.e., lenders have a small capacity to lend). So each project needs \( m \) lenders. If small lenders provide the funds needed for the investment (direct lending), the total costs of monitoring all projects by all borrowers would amount to \( n \cdot m \cdot K \).

Next, a bank is introduced. Facing the same trade-off between monitoring or signing debt contracts, the bank will also choose to monitor borrowers since \( K < C \). The bank emerges as a delegated monitor, which monitors the borrowers on behalf of lenders. But who will monitor the bank? It is very costly for all lenders to monitor the bank. The solution is that the bank offers a debt contract (deposit). The lender is promised a nominal amount \( \frac{r_D}{m} \) in return for a deposit \( \frac{1}{m} \). The bank is liquidated if its announced cash flow \( \tilde{z} \) falls below the total sum promised to depositors \( n \cdot r_D \). Now, a mechanism is needed to ensure that a bank will truthfully reveal the realised cash flow \( \tilde{z} = \sum_{i=1}^{n} \tilde{y}_i - n \cdot K \). The threat of an audit in case of failure at a cost is used to make the contract incentive compatible.

Suppose that depositors are risk neutral and have access to outside investments with a return of \( r \). The equilibrium repayment on deposits \( r_D \) is then determined by:

\[
E \left[ \min \left( \sum_{i=1}^{n} \tilde{y}_i - n \cdot K, n \cdot r_D \right) \right] = n \cdot r
\]  

(7.3)

Equation 7.3 shows that the return \( r \) is equal to the minimum of the expected cash flow of the project minus monitoring costs and the expected unit return on deposits. In equilibrium, the expected unit return on deposits \( r_D \) equals \( r \). Next, the total cost of delegation \( C_n \) is equal to the expectation of a costly audit in case of failure:

\[
C_n = E \left[ \max \left( n \cdot r_D + n \cdot K - \sum_{i=1}^{n} \tilde{y}_i, 0 \right) \right]
\]  

(7.4)

Delegated monitoring is more efficient than direct lending if the combined cost of monitoring by the bank and delegation is lower than the cost of monitoring by all lenders:
for information and to intervene when necessary. When the uncertainty becomes
too large, a firm cannot obtain finance. The resulting equilibrium is that large,
well-capitalised firms with a track record of published annual reports finance
themselves directly, while smaller, new firms have to turn to banks.

7.2 The use of risk-management models

Risk taking is fundamental to the business of banking. Only by taking
calculated financial risks can a bank earn a rate above the risk-free rate of
return. Banks unbundle and bundle financial risks. First, risks are decom-
posed so that they can be managed one by one. For example, the risk on a bank
loan with a fixed interest rate can be separated into interest-rate risk (i.e., the
risk of loss because of rising interest rates) and credit risk (i.e., the risk of loss because of a default by a borrower). The bank can separately manage the interest-rate risk (e.g., by buying an interest-rate derivative with the same maturity as the bank loan) and the credit risk (e.g., by requiring collateral from the borrower). Next, risks are aggregated to reap the benefits of diversification. An example is a diversified portfolio of loans to companies from different sectors and/or geographic regions. The traditional role of banks in monitoring credit risk has evolved towards the use of advanced models to measure and manage risk. Risk management has been broadened from credit risk to market risk (i.e., the risk of loss because of unfavourable movements in market prices) and operational risk (i.e., the risk of loss from inadequate or failed internal processes, people or systems, or from external events). Progress in information technology has facilitated the development of risk-management models, which rely on statistical methods to process financial data. The financial-services sector is one of the most IT-intensive industries (Berger, 2003).

**Modern risk management**

The main risk types for a bank are credit risk, market risk, and operational risk. The concept of economic capital can be used for measuring different risks in a comparable way. Economic capital is defined as the amount of capital a bank needs in order to be able to absorb losses over a certain time interval with a certain confidence level. Banks usually choose a time horizon of one year. The confidence interval depends on the bank’s objectives. A common objective for a large international bank is to maintain an AA credit rating (Hull, 2007). Companies rated AA have a one-year probability of default of 0.03 per cent. This results in a confidence level of 99.97 per cent. Figure 7.3 illustrates the calculation of economic capital.

Economic capital can be used to calculate the risk adjusted return on capital (RAROC) that is given by:

$$\text{RAROC} = \frac{\text{Revenues} - \text{Costs} - \text{Expected Losses}}{\text{Economic Capital}} = \frac{\pi}{E}$$  \hspace{1cm} (7.10)

Both the numerator and the denominator are adjusted for risk in the RAROC formula. This is an improvement compared with the widely used standard return on equity measure (ROE), defined as earned profit divided by available equity. An example can illustrate the working of RAROC. An AA-rated bank estimates its expected losses as 1 per cent of outstanding loans per year.
on average. The worst-case loss at 99.97 per cent confidence is 4 per cent of outstanding loans. So the economic capital for €100 of loans is €3 (the difference between worst-case loss and expected loss). The numerator starts with the revenues: the spread between the promised loan rate and the risk-free rate is 2.20 per cent. The costs of the bank amount to 0.75 per cent of the loan. So RAROC is 
\[
\frac{2.20 - 0.75 - 1.00}{3.00} = 15\text{ per cent.}
\]

RAROC is emerging as the leading methodology for large banks (as well as other financial institutions, such as insurance companies) to measure and manage risk. The use of internal risk models has been stimulated by supervisors allowing banks to use their internal models to calculate capital requirements (see chapter 10 for the new Basel II capital adequacy rules). Within the RAROC framework, banks first calculate the risk for credit, market, and operational risk and then aggregate the different risk types for the whole bank. To assess the overall risk profile of the bank, correlations across risk types have to be taken into account. But such a full approach that incorporates diversification effects between risk types is still in the early stages of development (Van Lelyveld, 2006).

The first type of risk is credit risk. Credit risk is defined as the risk of loss because of the failure of a counterparty to perform according to the

Figure 7.3 Economic capital of an AA-rated bank

Source: Hull (2007)
contractual arrangement, for instance due to a default by a borrower. In a modern bank, counterparties include not only the traditional counterparties on loans (borrowers) but also counterparties in derivatives transactions and in payment and settlement systems. Diversification is an important tool to manage credit risk. By lending to companies from different sectors, banks can diversify away the sectoral exposures in their loan portfolio. Similarly, international expansion would reduce the business cycle risk. As long as business cycles across euro-area countries are not fully synchronised, there is scope for diversification within Europe. Clearly, geographic (and sectoral) diversification would not protect a bank against a worldwide economic downturn. A second tool to manage credit risk is monitoring counterparties.

The typical time horizon for credit risk is one year. This type of risk thus fits nicely into economic capital models that also use the one-year horizon. Figure 7.4 gives the loss distribution for credit risk. Its shape is quite skewed, as the vast majority of counterparties will repay (almost) in full and only a minority default (partly) on their payment obligation.

The second type of risk is market risk. Market risk is the risk of loss because of unfavourable movements in market prices like interest rates, foreign exchange rates, equity prices, and commodity prices. Market risk relates primarily to a bank’s trading portfolio and focuses on changes in market value. Losses due to market risk materialise when an adverse price movement causes the mark-to-market valuation of a trading position to decline. Banks typically manage their trading portfolio within a Value-at-Risk framework (VaR) with a ten-day time horizon (see Box 7.4). The rationale is that a bank can close its position (e.g., selling a security or taking an opposite position in a new
derivative transaction) within ten business days. Under certain assumptions, the standard deviation of ten-day losses can be translated to the one-year horizon of economic capital models.3

A specific market risk occurs when assets and liabilities in the balance sheet are not matched. This risk is labelled asset and liability management (ALM) risk. The ALM risk of banks refers to the interest-rate risk in the banking book, where long-term assets (loans) are funded by short-term liabilities (deposits). Insurance companies face the opposite problem: their liabilities have typically a longer maturity than assets (see chapter 9).

The loss distribution for market risk is very different from that for credit risk. Figure 7.5 shows that the loss distribution for market risk is symmetrical. A good example is the price of equity. According to the efficient market hypothesis, all available information (including information on the future prospects of a company) is reflected in the equity price of a company. So today’s stock price is the best predictor of tomorrow’s stock price. The stock price will move only with the arrival of new information, which appears randomly. The stock price follows a random walk with equal likelihood of upward and downward movements.

### Box 7.4 Value-at-Risk

A primary tool for measuring market risk is the Value-at-Risk methodology. The VaR measure summarises the expected maximum loss (i.e., Value at Risk) over a target horizon of $N$ days within a given confidence interval of $X$ per cent. As will be discussed in chapter 10, the Basel capital framework calculates capital for a bank’s trading book using the VaR measure with $N = 10$ and $X = 99\%$. This means that the bank is 99 per cent certain that the loss level over 10 days will not exceed the VaR measure. So only in 1 out of 100 trading days is the bank’s loss expected to exceed the VaR measure.

The main advantage is that the risk of a portfolio comprising various financial assets is contained in a single measure, the VaR measure. Figure 7.6 illustrates VaR for the situation where the change in the value of a portfolio is approximately normally distributed. The basic VaR methodology assumes a normal (bell-shaped) distribution of returns. However, the returns on financial assets are non-normal with heavy tails (Danielsson and De Vries, 2000). So VaR underestimates the market risk of a portfolio. Extreme value theory, which uses extreme values (e.g., one-day losses of 5 per cent or larger) to measure the tails of a distribution more accurately, is typically applied to get a better estimation of the downside risk of a portfolio of assets. Alternatively, banks can complement the VaR methodology with stress-test scenarios to get a better picture of potential losses.

Source: Hull (2007)
More recently, operational risk has become part of risk management. *Operational risk* is defined as the risk of loss from inadequate or failed internal processes, people or systems, or from external events. A famous example of operational risk is the failure of Barings Bank in 1995. Nick Leeson, a trader for Barings in Singapore, made money by arbitraging between the Nikkei 225 futures on the Singapore and the Osaka exchanges. Barings had no effective risk limits in place and Nick Leeson could build up large positions. When the market moved against Leeson, Barings’ total loss was close to $1 billion (Hull, 2007). A more recent example was the rogue trader scandal at Société Générale (SocGen) that cost the bank €4.9 billion. Jérôme Kerviel, a junior trader at SocGen, secretly built up huge and risky positions in the derivatives market. He was taking greater and greater risks over a period dating back to March 2007 for large amounts and to 2005 for smaller amounts. SocGen only discovered the fraud between 18 and 20 January 2008. Unwinding the positions over the subsequent three days cost the bank billions. The variety of concealment techniques used, a lack of systematic checks by staff when
warning flags were raised, and shortcomings in the control systems all contributed to the late discovery of Kerviel’s activities.

Other examples of operational risk are IT failures or terrorist attacks. The Barings and SocGen examples illustrate that operational risk can interact with credit and market risk. When a trader exceeds limits, losses result only if the market moves against the trader. Figure 7.7 provides the loss distribution for operational risk. The loss distribution is very skewed, even more skewed than the credit-risk loss distribution. Most of the time, operational losses are modest, but occasionally they are very large.

While credit, market, and operational risk can threaten their solvency (and are therefore incorporated in the economic capital calculation), banks also incur liquidity risk. Liquidity risk arises when a bank has insufficient liquid resources to meet a surge in liquidity demand. (In chapter 3, market liquidity is discussed and defined as the ease with which an investor can sell or buy a security immediately at a price close to the fair price.) The classical case of a surge in liquidity demand for a bank is the sudden withdrawal of deposits. Banks manage their liquid resources in two ways. The first way is maintaining a pool of liquid assets. Reserves at the central bank are the most liquid assets but generate a relatively low return. Other liquid assets are government bonds, which can be easily sold. But a bank typically holds only a fraction of its demand deposits in liquid assets. The remainder is invested in illiquid, but high-return, assets such as loans. These assets can be liquidated immediately only at low prices.

The second way banks can manage liquidity risk is by preserving a diversified funding base (also referred to as funding liquidity). As explained in section 7.1,
banks can fund themselves in the interbank market. As long as banks have sufficient confidence in each other, a bank is able to borrow from other banks. Trust is therefore the most important ‘asset’ for a bank. When a bank loses the trust of other banks, it will face liquidity problems and possibly even failure. A case in point is the failure of Continental Illinois Bank in May 1984. This bank experienced funding difficulties in domestic markets and Continental therefore had to turn to more expensive Eurodollar deposits in London. Rumours that Continental was on the verge of bankruptcy resulted in a run on Continental’s wholesale deposits by both domestic and foreign banks.

Centralisation of risk management

The organisational structure of international banks is moving from the traditional country model to a business-line model with integration and centralisation of key management functions (Schoenmaker and Oosterloo, 2007). These management functions comprise risk management, internal controls, treasury operations (including liquidity management and funding), compliance, and auditing. One of the most notable advances in risk management is the growing emphasis on developing a firm-wide assessment of risk. Such an integrated approach to risk management aims to ensure a comprehensive and systematic approach to risk-related decisions throughout the financial group. It allows senior management to have a full picture of the group’s overall risk profile. RAROC provides the methodology to compare and aggregate different risks.

Moreover, financial groups with a centralised risk management unit in place could reap economies of scale in risk management. Nevertheless, these centralised systems still rely on local branches and subsidiaries for local market data. The potential capital reductions that can be achieved by applying the advanced approaches of the new Basel II framework (see chapter 10) encourage banking groups to organise their risk management more centrally. A well-constructed risk and capital management framework can deliver significant benefits and substantially strengthen the competitive position of financial groups. The emergence of so-called chief risk officers (CROs) at the headquarters of large financial groups illustrates this trend towards centralisation.

The dominant approach among large international financial institutions is to adopt a ‘hub and spoke’ organisational model (Kuritzkes et al., 2003). The spokes are responsible for risk management within business lines, while the hub provides centralised oversight of risk and capital at the group level. Activities at the spoke include the credit function within a bank, as local
managers are familiar with the local conditions, such as the business cycle relevant for credit risk in a country. Moreover, aggregation across risk factors within a business line also typically takes place in the spokes.

While the hub is dependent on risk reporting from the spokes, in many cases it is also responsible for overseeing the development of an integrated economic capital framework (such as RAROC) that is then implemented within the spokes. The specific roles of the hub vary, but tend to include assuming responsibility for group-level risk reporting, participating in decisions about group capital structure, funding practices, and target debt rating, acting as liaison with regulators and rating agencies, and advising on major risk transfer transactions, such as collateralised loan obligations and securitisations.

### 7.3 The European banking system

#### Banking markets across Europe

The banking markets of most EU Member States are dominated by domestic banks. One way to assess the presence of foreign banks is cross-border penetration. This measure is defined as the assets of banks from other EU Member States as a percentage of the country’s total banking assets. Average cross-border penetration in the EU gradually increased from 11 per cent in 1995 to 19 per cent in 2006 (Figure 7.8). However, the degree of cross-border penetration is very uneven across the EU Member States, as Table 7.1 shows.
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**Figure 7.8** Cross-border penetration in European banking (%), 1995–2006

*Note: Share of assets from other EU countries measured as a percentage of total banking assets. The share is calculated for the EU-25.*

*Source: Authors’ calculations based on ECB (2004) and ECB (2007)*
While the banking systems of the new Member States are dominated by foreign banks (see also chapter 8), average cross-border penetration in the EU-15 is only 17 per cent. With 87 per cent Luxembourg has the highest cross-border penetration (reflecting the country’s favourable tax-regime), while the

<table>
<thead>
<tr>
<th>Country</th>
<th>(1) Number of banks</th>
<th>(2) Total banking assets (in € billion)</th>
<th>(3) Assets of domestic banks (in % of (2))</th>
<th>(4) Assets of banks from other EU countries (in % of (2))</th>
<th>(5) Assets of banks from third countries (in % of (2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>880</td>
<td>721</td>
<td>80</td>
<td>19</td>
<td>1</td>
</tr>
<tr>
<td>Belgium</td>
<td>100</td>
<td>1,055</td>
<td>77</td>
<td>21</td>
<td>2</td>
</tr>
<tr>
<td>Cyprus</td>
<td>391</td>
<td>60</td>
<td>72</td>
<td>22</td>
<td>5</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>56</td>
<td>105</td>
<td>7</td>
<td>89</td>
<td>5</td>
</tr>
<tr>
<td>Denmark</td>
<td>197</td>
<td>722</td>
<td>79</td>
<td>19</td>
<td>2</td>
</tr>
<tr>
<td>Estonia</td>
<td>11</td>
<td>12</td>
<td>1</td>
<td>99</td>
<td>0</td>
</tr>
<tr>
<td>Finland</td>
<td>363</td>
<td>235</td>
<td>42</td>
<td>58</td>
<td>0</td>
</tr>
<tr>
<td>France</td>
<td>854</td>
<td>5,090</td>
<td>88</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>Germany</td>
<td>2,089</td>
<td>6,827</td>
<td>89</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>Greece</td>
<td>62</td>
<td>281</td>
<td>72</td>
<td>28</td>
<td>0</td>
</tr>
<tr>
<td>Hungary</td>
<td>215</td>
<td>75</td>
<td>41</td>
<td>56</td>
<td>3</td>
</tr>
<tr>
<td>Ireland</td>
<td>78</td>
<td>942</td>
<td>57</td>
<td>35</td>
<td>8</td>
</tr>
<tr>
<td>Italy</td>
<td>792</td>
<td>2,509</td>
<td>91</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>Latvia</td>
<td>23</td>
<td>16</td>
<td>47</td>
<td>50</td>
<td>3</td>
</tr>
<tr>
<td>Lithuania</td>
<td>78</td>
<td>13</td>
<td>25</td>
<td>75</td>
<td>0</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>155</td>
<td>792</td>
<td>5</td>
<td>87</td>
<td>7</td>
</tr>
<tr>
<td>Malta</td>
<td>18</td>
<td>27</td>
<td>68</td>
<td>32</td>
<td>0</td>
</tr>
<tr>
<td>Netherlands</td>
<td>401</td>
<td>1,698</td>
<td>98</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Poland</td>
<td>739</td>
<td>152</td>
<td>33</td>
<td>59</td>
<td>8</td>
</tr>
<tr>
<td>Portugal</td>
<td>186</td>
<td>360</td>
<td>77</td>
<td>22</td>
<td>1</td>
</tr>
<tr>
<td>Slovakia</td>
<td>23</td>
<td>36</td>
<td>3</td>
<td>97</td>
<td>0</td>
</tr>
<tr>
<td>Slovenia</td>
<td>25</td>
<td>30</td>
<td>78</td>
<td>22</td>
<td>0</td>
</tr>
<tr>
<td>Spain</td>
<td>348</td>
<td>2,151</td>
<td>89</td>
<td>11</td>
<td>0</td>
</tr>
<tr>
<td>Sweden</td>
<td>200</td>
<td>653</td>
<td>91</td>
<td>9</td>
<td>0</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>400</td>
<td>8,320</td>
<td>48</td>
<td>26</td>
<td>26</td>
</tr>
<tr>
<td>EU-15</td>
<td>7,105</td>
<td>32,356</td>
<td>75</td>
<td>17</td>
<td>8</td>
</tr>
<tr>
<td>NMS-10</td>
<td>1,579</td>
<td>526</td>
<td>35</td>
<td>60</td>
<td>5</td>
</tr>
<tr>
<td>EU-25</td>
<td>8,684</td>
<td>32,882</td>
<td>74</td>
<td>18</td>
<td>8</td>
</tr>
</tbody>
</table>

Notes: Share of business from domestic banks, share of business of banks from other EU countries, and share of business of banks from third countries are measured as a percentage of the total banking assets in a country. The shares add up to 100 per cent. Figures are for 2005. EU-15, NMS-10, and EU-25 are calculated as a weighted average (weighted according to assets).

Source: ECB (2006)
corresponding figures for France, Germany, Italy, the Netherlands, and Sweden are less than 10 per cent.

Table 7.1 also shows that the penetration by banks from third countries is well below 10 per cent for all EU Member States, except for the UK where it stands at 26 per cent, illustrating London’s position as a major international financial centre. Most banking business in London is focused on large firms (i.e., wholesale). There is much evidence suggesting that EU wholesale banking markets are highly integrated, in contrast to retail banking, i.e., banking services delivered to consumers and SMEs. Most small customers receive their financial services from domestic suppliers, and the range and terms under which products are available differ substantially across the EU Member States. Box 7.5 identifies some reasons why integration of retail banking markets is so difficult.

Box 7.5 Retail banking market integration

According to Dermine (2006), the ‘law of one price’, which represents the theoretical benchmark for integrated markets, is unlikely to hold in retail banking markets for various reasons. First, trust and confidence are important in these markets. Customers want to be sure that their money is in safe hands. Knowledge of the respective bank, the national legal system, language, cultural preferences, and geographical proximity may lead to a preference for a domestic bank, i.e., there are differentiated products. Second, retail customers generally buy a package of financial services from the same bank, rather than individual services. Therefore, the ‘law of one price’ may hold for the bundle of services, but not necessarily for each individual service. Third, asymmetric information in lending is quite important, and local knowledge can help to reduce this information asymmetry. Local banks may therefore be in a better position to lend to SMEs than foreign banks. Fourth, the ‘law of one price’ assumes the absence of transportation costs and regulatory barriers. But differences in legislation, like tax and consumer-protection rules, may create substantial barriers for foreign bank entry.

Still, there is evidence that EU retail banking markets also have become more integrated. Figure 7.9 shows that differences in EU retail banking interest rates have diminished substantially, but integration is still far from being perfect. In 2006 variation ranged from 20 per cent for loans to enterprises to 28.4 per cent for mortgage loans to households. Furthermore, using the beta- and sigma-convergence measures as explained in chapter 4, Vajanne (2007) finds evidence for increased convergence in retail banking credit interest rates for households and non-financial corporations in the euro-area between January 2003 and May 2006.
In 2005, there were nearly 9,000 banks in the EU. These banks can be segmented into three groups. The first, very large, group of banks consists of small banks operating in a region of a country. In particular Germany and Austria have many small savings and co-operative banks, most of which have assets of less than €500 million. About 20 per cent of German banks belong to public savings groups and about 60 per cent to the co-operative banking sector (Hackethal, 2004). The second group consists of medium-sized banks with assets ranging from €500 million to €50 billion. These banks often operate on a country-wide scale. The third group are the large banks having assets up to €1,400 billion; they usually do a significant part of their business abroad.

Table 7.2 shows the biggest 30 banks in Europe, representing nearly half of the assets of the European banking system assets. Schoenmaker and Oosterloo

Nevertheless, Kleimeier and Sander (2007) argue that integration in EU retail banking markets is still far from perfect, while integration has been strong in wholesale markets. In particular, they find that price stickiness is a major feature of European retail banking (i.e., banks are slow with lowering lending interest rates when the ECB reduces its interest rate). As a way forward, Kleimeier and Sander (2007) propose to foster integration of wholesale markets in conjunction with developing and preserving competitive banking markets. Competition can speed up the transmission of monetary impulses onto retail bank lending interest rates. As the pass-through becomes faster and more homogeneous across countries, it will create a de facto integrated retail-banking market.

Figure 7.9 Convergence of retail banking interest rates (coefficient of variation, %), 1997–2006
Source: European Commission (2007)
Table 7.2  Biggest 30 banks in Europe in 2005

<table>
<thead>
<tr>
<th>Banking groups</th>
<th>(1) Capital strength(^a) (in € billion)</th>
<th>(2) Total assets (in € billion)</th>
<th>(3) Business in home country (as % of (2))</th>
<th>(4) Business in rest of EU (as % of (2))</th>
<th>(5) Business in rest of world (as % of (2))</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Global banks</strong>(^b)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. HSBC (UK)</td>
<td>63</td>
<td>1,273</td>
<td>25</td>
<td>9</td>
<td>65</td>
</tr>
<tr>
<td>2. Barclays (UK)</td>
<td>28</td>
<td>1,349</td>
<td>50</td>
<td>16</td>
<td>34</td>
</tr>
<tr>
<td>3. BBVA (Spain)</td>
<td>16</td>
<td>392</td>
<td>40</td>
<td>3</td>
<td>57</td>
</tr>
<tr>
<td><strong>European banks</strong>(^c)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Santander (Spain)</td>
<td>33</td>
<td>809</td>
<td>40</td>
<td>26</td>
<td>34</td>
</tr>
<tr>
<td>2. UniCredit (Italy)</td>
<td>29</td>
<td>787</td>
<td>24</td>
<td>72</td>
<td>4</td>
</tr>
<tr>
<td>3. ABN AMRO (Netherlands)</td>
<td></td>
<td>881</td>
<td>34</td>
<td>30</td>
<td>36</td>
</tr>
<tr>
<td>4. UBS (Switzerland)</td>
<td>26</td>
<td>1,328</td>
<td>25</td>
<td>28</td>
<td>47</td>
</tr>
<tr>
<td>5. ING (Netherlands)</td>
<td>23</td>
<td>834</td>
<td>23</td>
<td>29</td>
<td>48</td>
</tr>
<tr>
<td>6. Deutsche Bank (Germany)</td>
<td></td>
<td>992</td>
<td>28</td>
<td>36</td>
<td>36</td>
</tr>
<tr>
<td>7. Groupe Caisse d’Epargne (France)</td>
<td></td>
<td>594</td>
<td>40</td>
<td>47</td>
<td>13</td>
</tr>
<tr>
<td>8. Credit Suisse (Switzerland)</td>
<td></td>
<td>863</td>
<td>32</td>
<td>34</td>
<td>34</td>
</tr>
<tr>
<td>9. Fortis (Belgium)</td>
<td>16</td>
<td>639</td>
<td>48</td>
<td>47</td>
<td>6</td>
</tr>
<tr>
<td>10. Nordea (Sweden)</td>
<td>11</td>
<td>325</td>
<td>25</td>
<td>75</td>
<td>0</td>
</tr>
<tr>
<td>11. KBC (Belgium)</td>
<td>11</td>
<td>326</td>
<td>50</td>
<td>29</td>
<td>21</td>
</tr>
<tr>
<td><strong>Domestic banks</strong>(^d)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Crédit Agricole (France)</td>
<td></td>
<td>1,170</td>
<td>83</td>
<td>9</td>
<td>8</td>
</tr>
<tr>
<td>2. Royal Bank of Scotland (UK)</td>
<td></td>
<td>1,133</td>
<td>77</td>
<td>7</td>
<td>16</td>
</tr>
<tr>
<td>3. HBOS (UK)</td>
<td>30</td>
<td>789</td>
<td>90</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>4. Rabobank (Netherlands)</td>
<td></td>
<td>506</td>
<td>73</td>
<td>14</td>
<td>13</td>
</tr>
<tr>
<td>5. BNP Paribas (France)</td>
<td>21</td>
<td>1,258</td>
<td>55</td>
<td>21</td>
<td>21</td>
</tr>
<tr>
<td>6. Crédit Mutuel (France)</td>
<td></td>
<td>437</td>
<td>100</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>7. Société Générale (France)</td>
<td></td>
<td>848</td>
<td>57</td>
<td>21</td>
<td>21</td>
</tr>
<tr>
<td>8. Lloyds TSB (UK)</td>
<td>17</td>
<td>452</td>
<td>95</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>9. Banca Intesa (Italy)</td>
<td>15</td>
<td>273</td>
<td>76</td>
<td>15</td>
<td>9</td>
</tr>
<tr>
<td>10. Groupe Banques Populaires (France)</td>
<td></td>
<td>289</td>
<td>92</td>
<td>4</td>
<td>3</td>
</tr>
<tr>
<td>11. Commerzbank (Germany)</td>
<td></td>
<td>460</td>
<td>71</td>
<td>25</td>
<td>5</td>
</tr>
<tr>
<td>12. Dexia (Belgium)</td>
<td>12</td>
<td>509</td>
<td>51</td>
<td>37</td>
<td>12</td>
</tr>
<tr>
<td>13. Dresdner Bank (Germany)</td>
<td></td>
<td>462</td>
<td>69</td>
<td>22</td>
<td>9</td>
</tr>
</tbody>
</table>
(2005) split large banks in three categories, depending on the composition of their assets. A global bank has less than 50 per cent of its assets in the home country and less than 25 per cent in the rest of Europe. These banks include HSBC and Barclays from the UK and BBVA from Spain.

A European bank has less than 50 per cent of its assets in the home country and more than 25 per cent in the rest of Europe. Some European banks focus on a specific region in the EU. Fortis, for example, primarily operates in Belgium and the Netherlands. Similarly, the Nordea Group primarily operates in the Nordic countries. Other European banks operate Europe-wide; examples include Deutsche Bank and UniCredit.

Finally, a domestic bank has more than 50 per cent of its assets in the home country. Examples include the Rabobank (Netherlands) and the Royal Bank of Scotland (UK). The latter took over ABN-AMRO in 2007, together with Fortis and Santander.

Figure 7.10 shows that the number of European banks has increased from 7 in 2000 to 11 in 2005, while the number of domestic and global banks has declined. The increased number of European banks is in line with the rising cross-border penetration shown in Figure 7.8.

Table 7.2 (cont.)

<table>
<thead>
<tr>
<th>Banking groups</th>
<th>(1) Capital strength&lt;sup&gt;a&lt;/sup&gt; (in € billion)</th>
<th>(2) Total assets (in € billion)</th>
<th>(3) Business in home country (as % of (2))</th>
<th>(4) Business in rest of EU (as % of (2))</th>
<th>(5) Business in rest of world (as % of (2))</th>
</tr>
</thead>
<tbody>
<tr>
<td>14. SanPaolo IMI (Italy)</td>
<td>11</td>
<td>263</td>
<td>92</td>
<td>7</td>
<td>2</td>
</tr>
<tr>
<td>15. Landesbank Baden-Württemberg (Germany)</td>
<td>11</td>
<td>405</td>
<td>93</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>16. Bayerische Landesbank (Germany)</td>
<td>10</td>
<td>333</td>
<td>78</td>
<td>14</td>
<td>7</td>
</tr>
</tbody>
</table>

Notes:
<sup>a</sup> Top 30 banks are selected on the basis of capital strength (Tier 1 capital (see chapter 10) as published in The Banker).
<sup>b</sup> Global banks: less than 50 per cent of assets in the home country and less than 25 per cent in the rest of Europe.
<sup>c</sup> European banks: less than 50 per cent of assets in the home country and more than 25 per cent in the rest of Europe.
<sup>d</sup> Domestic banks: more than 50 per cent of assets in the home country.

Source: Schoenmaker and Van Laecke (2006)
**Domestic and cross-border mergers and acquisitions**

Mergers and acquisitions (M&As) have changed and will continue to change the European banking markets. It was widely expected that the Single Market initiative (see chapter 2) would ease the path for cross-border M&As. Instead, banks prepared themselves for the Single Market by merging with other domestic banks. Cross-border mergers increased only after the start of EMU (see Figure 7.11).

Boot (1999) argues that domestic banks in Europe were often protected as they were regarded as national flagships. A fundamental belief that national financial institutions should not be controlled by foreigners prevented almost any cross-border merger up to the late 1990s. The recent shift towards cross-border deals was caused by two factors. First, some national banking systems have become so concentrated that further domestic mergers would be blocked by the competition authorities. In principle, the European Commission (DG Competition) permits mergers up to the threshold of 2,000 for the Herfindahl Index (see below). Several countries are close to, or even above, this threshold.

Second, the European Commission (2005) reviewed obstacles to cross-border mergers and suggested remedies to remove them. The abuse of supervisory powers to block cross-border mergers was identified as a possible obstacle to cross-border mergers. New legislation has subsequently been passed to clarify and limit the criteria to assess possible M&As.

As the potential for domestic mergers is increasingly exhausted, the number of cross-border bank mergers has increased. Figure 7.11 illustrates that the cross-border share in total M&A deals has risen, accounting for 20 per cent of the value of all deals in recent years, up from about 10 per cent in the 1990s. While early cross-border mergers in the 1990s created regional banks, such as Fortis in the Benelux countries and Nordea in Scandinavia, recent mergers are more widely spread across Europe. Examples are the takeover of Abbey National (UK) by Santander (Spain) in 2004 and the takeover of HypoVereinsbank (Germany) by UniCredit (Italy) in 2005.

Important drivers of cross-border mergers are geographic diversification and a potential efficiency improvement (see Box 7.6 for further details). A good example was the takeover of Abbey National by Santander. The former had strategic problems as it was venturing into corporate banking without success and used outdated IT systems. The inefficiency of Abbey National was illustrated by a high cost-to-income ratio of 83 per cent and a negative return on equity of 10 per cent. In contrast, Santander had...
Figure 7.10  Biggest 30 banks in Europe, 2000–2005

Note: See Table 7.2 for definitions.

Source: Schoenmaker and Van Laecke (2006)

---

Figure 7.11  Banking M&As in Europe (value of completed deals, € billion), 1985–2006

Note: M&As exclude buyback, recapitalisation and exchange offers. ‘Cross-border’ refers to intra-EU M&As; ‘third country’ denotes M&As by non-EU resident banks in the EU; and ‘outward’ stands for M&A activity of EU banks outside the EU.

* First half of 2006.

Source: Dierick et al. (2008)
developed a new payment technology and had a cost-to-income ratio of 63 per cent. After the takeover, Santander successfully introduced this technology with new management at Abbey National to improve efficiency; in 2006, Abbey’s cost-to-income ratio was 56 per cent.

**Market structure and competition**

Table 7.3 shows some indicators about the structure of the EU banking sector. Between 1997 and 2005 the total number of banks in the EU decreased from 12,138 to 8,684, i.e., a reduction of nearly 40 per cent.\(^4\)
Due to the decline in the number of credit institutions the concentration in the national banking markets has increased. Table 7.3 presents two concentration measures: the market share of the biggest five banks (CR5) and the Herfindahl Index, which is defined as the sum of the squares of the market shares of all banks in the sector ($HI = \sum_{i=1}^{n} s_i^2$, where $s_i$ is the market share of bank $i$). While the CR5 ratio is easily measurable, it does not take into account the remaining banks in the industry in contrast to the Herfindahl Index. The latter ranges between $1/n$ and 1, reaching its lowest value, the reciprocal of the number of banks ($n$), when all banks in a market are of equal size, and reaching unity in the case of monopoly. The index as published by the ECB has been rescaled and ranges between 0 and 10,000.

Table 7.3 shows that there are substantial concentration differences across the EU. In Austria, France, Germany, Ireland, Italy, Luxemburg, Spain, and the United Kingdom the concentration ratios in the banking markets are relatively low. The highest concentration ratios can be found in Belgium, Estonia, Finland, Lithuania, and the Netherlands.

Another important feature of markets is the degree of competition. Panzar and Rosse (1977) have constructed a measure of competition, the so-called $H$-statistic, that is defined as the sum of the factor price elasticities of interest revenue with respect to borrowed capital, labour and physical capital. The value of $H$ can be interpreted as follows. In case of a monopoly, $H$ is lower than or equal to zero. This also applies to an oligopolistic market with cartels or complete imitation of each other’s behaviour. A value of $H$ between zero and one indicates monopolistic competition. A value equivalent to one points to perfect competition, as each change in input prices leads to a comparable change in output prices. The results of Bikker et al. (2006) as shown in Table 7.3 suggest that there is strong competition (i.e., values of $H$ above 0.75) in the banking sectors of the Czech Republic, Ireland, the Netherlands, Spain, and the United Kingdom. France and Germany have an intermediate level of competition ($H$ around 0.60), while banking competition in Italy is low.

The structure-conduct-performance (SCP) paradigm postulates a connection between market structure, banking behaviour, and profitability. The reasoning is as follows: in markets with a high degree of concentration, firms have more market power, which allows them to set prices above marginal costs and achieve higher profits. While earlier studies find a relationship between concentration and profitability, more recent studies suggest that there is no connection between the two (Claessens and Laeven, 2004; Jansen and De Haan, 2006).
Two alternative theories suggest that concentration does not necessarily reduce market competition. According to the contestability theory, a concentrated banking market can still be competitive as long as the entry barriers for potential newcomers are low. According to the efficiency hypothesis, the most
efficient banks gain market share at the cost of less efficient banks. In other words, high concentration can be a result of fierce competition in a market (Bikker et al., 2006).

Claessens and Laeven (2004) examine the competitiveness of a banking market in a large cross-section of countries and find no evidence that banking system concentration is negatively associated with competitiveness. In fact, they sometimes find evidence that more concentrated banking systems are more competitive.

Concentration is loosely related to bank size. Markets become more concentrated when the number of banks decreases or when the skewness of the size distribution of banks increases (i.e., the number of large banks increases). But the markets in some countries (e.g., Germany and France) have low levels of concentration and large banks. As Bikker et al. point out (2006), large banks may have market power as they are probably in a better position to collude with other banks and may benefit from a more established reputation. Furthermore, they are in a better position than small banks to create new banking products due to economies of scale. Indeed, Bikker et al. (2006) report that market power increases with bank size. Their research covers 18,467 banks in 101 countries over a period of 16 years.

A final characteristic of the market structure is the performance and efficiency of banks. As indicated in section 7.2, the ideal performance indicator should be risk adjusted. However, data on risk-adjusted indicators like RAROC is not (yet) widely available for European banks. We therefore use the standard return on equity measure (ROE). A widely used efficiency indicator is the cost-to-income ratio, which measures costs as a percentage of income. But this indicator should also be treated with care. The cost-to-income ratio can improve because of lower costs (indicating more efficiency) or higher income (indicating less competition). Figure 7.12 provides some
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**Figure 7.12** Performance of banks in the EU-15 (in %), 1994–2006  
*Source: Deutsche Bank Research (2008)*
figures on the performance and efficiency of banks for banks in the EU-15. The ROE is on the left-hand side and the cost-to-income ratio on the right-hand side of the graph. Both the performance (increasing ROE) and the efficiency (decreasing cost-to-income) improved significantly between 1994 and 2006.

7.4 Conclusions

Banks are key players in the financial system, providing liquidity to other financial institutions and to firms and households. They have also developed technologies to monitor borrowers. Banks have expanded their business from traditional lending to modern capital-market transactions, thereby preserving their role in the financial system.

Banks use advanced models to measure, manage, and price market risk. The use of these advanced models has spurred the centralisation of risk management. While the business is done by the local bank managers who are familiar with the economic environment in which the local business units have to operate, the influence of the head office on the pricing of bank products is increasing.

Cross-border banking has gradually increased to almost 20 per cent in 2006. This chapter has documented the emergence of banks that operate Europe-wide. Nevertheless, retail banking markets are still segmented. Customers have a preference to do business with banks they ‘know’ and thus have a bias towards domestic banks. Cultural differences appear to be more important than regulatory differences. The policy of the European Commission is shifting from harmonising rules (chapter 10) to ensuring effective competition (chapter 12) in turn.

New evidence suggests that concentration does not necessarily reduce market competition. The contestability theory indicates that a banking market is competitive as long as the barriers for potential newcomers are low. Competition policy is important to open national markets: both to promote new entrants within a country and to promote foreign entry through cross-border mergers.

NOTES

1. There is, however, an important conflict of interest. Credit-rating agencies are paid by the firms and governments whose securities they rate. This conflict is unavoidable due
to the free-riding problem, i.e., ratings are valuable only if everybody knows them, but lenders (investors) have no reason to pay for information that is available to everyone else too.

2. A counterparty is a legal and financial term. It means a party to a contract.

3. Assuming a normal distribution, the time horizon of the standard deviation can be expanded by multiplying with $\sqrt{t}$. Given that there are 252 business days in the year, the standard deviation of the one-year loss distribution equals the standard deviation of the ten-day loss distribution multiplied by $\sqrt{25.2}$ (Hull, 2007).

4. The trend in the US is comparable, though less pronounced. The number of US banks dropped from 10,923 in 1997 to 8,832 in 2005, i.e., a decline of around 25 per cent.

5. The European Commission investigates a proposed merger when the (rescaled) Herfindahl Index would pass the threshold of 2,000 after the merger (see chapter 12).
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The Financial System of the New Member States

OVERVIEW

This chapter discusses the financial structure of the new Member States of the European Union. It starts by analysing the importance of financial markets and financial institutions in financing investment in the NMS. Stock-market capitalisation in various NMS has increased, but its level in the NMS is still far below that in the EU-15. By far the most important category of financial institutions in the NMS are banks; the role of insurance companies, investment funds, and pension funds in the NMS is still underdeveloped in comparison with the EU-15. The chapter describes the banking sector in the NMS in some detail. This sector is generally highly concentrated. Foreign bank presence is very large in most NMS, mainly in the form of subsidiaries of foreign banks.

Since the banking sector in the NMS is strongly dominated by foreign banks, this chapter also examines the determinants of foreign bank entry. Next to this, the considerations for a particular way of foreign bank entry (greenfield investment or acquisition) as well as the organisational form of representation (representative office, agency, branch, or subsidiary) are discussed.

The final part of the chapter analyses how beneficial financial integration has been for the economic development of the NMS. Some recent studies conclude that the ongoing global financial integration may have had little or no value in advancing economic growth, especially in less developed countries. Capital is often found to flow ‘uphill’, i.e., from less developed to industrial countries. And when it does flow into less developed economies, it is often found to be negatively correlated with growth, calling into question the desirability of foreign capital. There is, however, evidence that the NMS are different in this regard and that financial integration has stimulated their economic growth.
8.1 The financial system

The new Member States of the EU, with the exception of Cyprus and Malta, have been engaged in a transition process from former planned economies into market economies. As their entry into the EU illustrates, they have made huge progress in this regard. GDP growth in the NMS has outstripped that of the EU-15, whereas average inflation fell from double-digit figures in 1998 to euro-area levels in 2003 (although more recently some NMS saw their inflation increase again). However, there are still significant economic differences between the NMS and the EU-15. Despite continuing convergence, GDP per capita levels of the NMS still lag far behind, accounting for only 51 per cent of the EU-15 average in 2003 in PPP terms (ECB, 2005).

As part of their entry into the EU, the NMS had to liberalise their financial sector. Table 8.1 presents some indicators of financial sector reform for the NMS as published by the European Bank for Reconstruction and Development (EBRD) and the Fraser Institute. In its annual Transition Report, the EBRD assesses progress in transition through a set of transition indicators that have been used to track reform. The measurement scale for the indicators ranges from 1 to 4+, where 1 represents little or no change from a rigid, centrally planned economy and 4+ represents the standards of an industrialised market economy. Two of these indicators refer to the financial sector: banking reform and interest rate liberalisation, and securities markets and non-bank financial institutions. In its annual report Economic Freedom of the World, the Fraser Institute provides indicators of international capital-market controls and credit-market regulations, ranging between 0 and 10 (no restrictions).
As shown in Table 8.1, the NMS have made significant progress in reforming their financial sectors. But with respect to restrictions on international capital market transactions, the indicator of the Fraser Institute suggests that further steps are needed.

As was shown in chapter 1 (see Figure 1.2), the financial development in most NMS is substantially below that of the EU-15. Several factors can explain the relatively low financial depth in the former transition NMS (ECB, 2005). First, these countries have moved from centrally planned economies to market economies in a very short period of time. Hence, they all started with low levels of intermediation, given the absence of know-how and experience in their early years of capitalism. Second, initially enforcement of creditor rights was inadequate and there was often regulation in place prohibiting foreign borrowing, imposing ceilings on interest rates, or limiting the amount of financial services that banks could offer. Third, due to the large presence of multinational companies, foreign bank lending and inter-company loans play a significant role in the financing of non-financial enterprises in most NMS.
Figure 8.1 shows that NMS rely more heavily on bank finance than on direct market finance, as is the case in the EU-15. However, as Figure 8.1 also shows, banking assets are much lower in the NMS than in the EU-15. A distinction should be made here between Cyprus and Malta and the other NMS, i.e., the Central and Eastern European Countries (CEEC) and the Baltic States. Cyprus and Malta have a level of domestic credit to the private sector that is comparable to that of the EU-15 (ECB, 2005).

Also the stock-market capitalisation is substantially lower in the NMS than in the EU-15 even though stock-market capitalisation increased substantially between 1995 and 2004 in some NMS. As Allen et al. point out (2006), the privatisation of former state-owned companies has induced the development of equity markets. A strategy of mass-privatisation schemes was employed in the Czech Republic, Slovakia, and Lithuania and as a consequence stock markets quickly comprised a large number of companies. However, low liquidity and limited transparency implied that only a few companies were
actively traded, and most companies were later delisted. For example, in the Czech Republic the number of listed companies declined from 1,716 in 1995 to 55 in 2004 (Allen et al., 2006). Estonia, Hungary, Latvia, Poland, and Slovenia adopted a different privatisation strategy as only financially sound and recognised companies were privatised via the stock market. In addition, minority stakes in these companies were often sold prior to the initial public offering to a foreign investor. As a result, the equity markets in those countries have been growing gradually. For instance, in Poland the number of listed companies increased from 9 at the end of 1991 to 250 in 2004 (Allen et al., 2006). However, stock exchanges are still not very well developed in most NMS. In 2003, the ratio of stock market to GDP for the EU-15 countries was 68 per cent, against 24 (19) per cent for the (former transition) NMS (ECB, 2005).

As Figure 8.1 shows, banks are by far the most important part of the financial system of the NMS. The following section will therefore focus on the banking sector in the NMS.

## 8.2 The banking sector

Table 8.2 provides a number of indicators of the banking system in the NMS. The largest part of the NMS banking sector comprises commercial banks that accounted for 86 per cent of the whole banking sector in 2003. In some countries (like Hungary and Poland), there is also a significant number of small co-operative banks (ECB, 2005).

The number of banks fell in almost all NMS. Some banks failed, but by far the biggest part of the decline reflects mergers and acquisitions. Especially foreign banks were very active in this regard and as a consequence on average 70 per cent of NMS total banking assets were controlled by foreign institutions in 2004, against only 19 per cent in the EU-15 (Allen et al., 2006). In some of the NMS, over 90 per cent of the banking assets are foreign-owned. The following section will discuss foreign-bank entry in these countries in more detail. Box 8.1 discusses the impact of foreign-bank entry on the efficiency of the banking system of the NMS.

Concentration of banking markets is relatively high in most NMS due to foreign entry and a decrease of market share of former state-owned banks. In general, the aggregated market share of the five largest banks (CR5 ratio) varies between 50 and 99 per cent. Moreover, in some Member States the Herfindahl Index exceeds the 2,000-point threshold (see chapter 7 for an
### Table 8.2  Structure of the banking sector in the NMS, 1997–2005

<table>
<thead>
<tr>
<th>Country</th>
<th>Number of banks</th>
<th>Asset share of foreign banks</th>
<th>CR5 (in %)</th>
<th>Herfindahl Index</th>
<th>H-statistic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cyprus</td>
<td>623</td>
<td>391</td>
<td>10.2</td>
<td>30.1</td>
<td>92</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>50</td>
<td>56</td>
<td>24.0</td>
<td>91.8</td>
<td>67</td>
</tr>
<tr>
<td>Estonia</td>
<td>12</td>
<td>11</td>
<td>29.0</td>
<td>98.0</td>
<td>83</td>
</tr>
<tr>
<td>Hungary</td>
<td>286</td>
<td>215</td>
<td>53.0</td>
<td>77.0</td>
<td>53</td>
</tr>
<tr>
<td>Latvia</td>
<td>37</td>
<td>23</td>
<td>55.0</td>
<td>57.8</td>
<td>51</td>
</tr>
<tr>
<td>Lithuania</td>
<td>37</td>
<td>78</td>
<td>41.0</td>
<td>93.0</td>
<td>84</td>
</tr>
<tr>
<td>Malta</td>
<td>29</td>
<td>18</td>
<td>47.1</td>
<td>39.1</td>
<td>98</td>
</tr>
<tr>
<td>Poland</td>
<td>1,378</td>
<td>739</td>
<td>15.3</td>
<td>67.6</td>
<td>46</td>
</tr>
<tr>
<td>Slovakia</td>
<td>29</td>
<td>23</td>
<td>30.0</td>
<td>97.0</td>
<td>63</td>
</tr>
<tr>
<td>Slovenia</td>
<td>34</td>
<td>25</td>
<td>5.0</td>
<td>38.0</td>
<td>62</td>
</tr>
<tr>
<td>NMS-10c</td>
<td>2,515</td>
<td>1,579</td>
<td>26.0</td>
<td>69.0</td>
<td>63</td>
</tr>
</tbody>
</table>

Notes:

- CR5 is the share of the five largest banks, measured as a percentage of total assets.
- The Herfindahl Index is calculated as the sum of the squares of all the banks’ market shares according to total assets, and rescaled from 0 to 10,000.
- NMS-10 is calculated as a weighted average (weighted according to assets).

Source: Allen et al. (2006) and Bikker et al. (2006)

### Box 8.1 The impact of foreign ownership on bank performance

Various studies using micro data have examined whether foreign banks are more efficient than domestic banks. Why would the efficiency of a foreign bank differ from the efficiency of a domestic bank? Foreign banks may use better risk management and more advanced technologies and may have access to an educated labour force that is able to adapt new technologies. However, domestic banks may have better information about their country’s economy, language, laws, and politics. The existing literature does not give an unambiguous answer as to which effect dominates. However, in their review of previous studies, Lensink et al. (2008) conclude that foreign banks in transition and developing markets show higher efficiency than their domestically owned counterparts. However, foreign banks in developed countries exhibit lower efficiency in comparison with domestic banks.

A good example of this literature is the study by Bonin et al. (2005), who have used data from 1996 to 2000 for 11 transition countries to investigate the effect of foreign ownership on the banking sectors in general and bank efficiency in particular. Using stochastic frontier estimation procedures, they compute profit and cost-efficiency scores. Their results indicate that majority foreign ownership generates higher efficiency. Similar results are
Countries with a smaller market size generally have the highest concentration, but even in countries with the lowest CR5 ratios (Hungary and Poland) market concentration is only around the average level of the EU-15 (ECB, 2005). However, given the small size of the NMS, it may be more relevant to benchmark them against the smaller EU-15 countries. In this comparison, the average CR5 in the NMS is only 7 percentage points higher than the average of smaller EU-15 countries (ECB, 2005).

Given the high concentration in most of the NMS, concerns may arise as regards the degree of competition. According to the structure-conduct-performance (SCP) hypothesis, high concentration enables banks to collude, which may in turn provide for the possibility of realising extra profits. However, the ECB (2005) reports that concentration and profit margins in 2003 were negatively related, i.e., margins were among the lowest in highly concentrated markets and were the highest in markets with lower concentration, suggesting that concentration ratios do not necessarily reflect competitive conditions within the region. The final column of Table 8.2 shows the so-called H-statistic proxy for competition as estimated by Bikker et al. (2006). It follows that there is strong competition (i.e., values of H above 0.70) in the banking sectors of the Czech Republic and Malta. Countries such as Estonia, Latvia, and Lithuania have an intermediate level of competition (H around 0.60), while banking competition in Cyprus and Poland is low.

Table 8.3 presents some indicators of the performance of the banking sector in the NMS. The average ratio of overhead costs to total assets in the NMS was double that of the EU-15, at 3.16 per cent in 2003, yet it had decreased by 4 per cent since 1995. The deterioration of interest margins and high overhead

explained by Fries and Taci (2005), who examine banks in 15 European transition nations between 1994–2001. They conclude that privatised banks with majority foreign ownership are the most efficient and those with domestic ownership are the least.

However, Zajc (2006), who examines banks in CEEC for the period 1995–2000, concludes that foreign banks are less cost efficient than domestic banks. Also Lensink et al. (2008), using stochastic frontier analysis for a broad sample of 2,095 commercial banks in 105 countries (including some NMS), conclude that, on average, foreign ownership has a negative effect on bank efficiency. They also argue that in countries with a good regulatory environment and good governance, the efficiency-reducing effects of a rise in foreign ownership are considerably lower. Their estimation results also suggest that if the institutional distance between the host and the home-country governance becomes smaller, foreign bank inefficiency will decrease as well.
costs was responsible for the fact that the average cost-to-income ratio in the NMS, at 64.67 per cent, exceeded that of the EU-15 (60.69 per cent in 2003). Figure 8.2 provides some figures on the performance and efficiency of banks over a longer period. The return on equity is on the left-hand side and the cost-to-income ratio on the right-hand side of the graph. Both the performance (increasing ROE) and the efficiency (decreasing cost-to-income)

Table 8.3 Performance of the banking sector (%), 1995–2003

<table>
<thead>
<tr>
<th>Country</th>
<th>Net interest margin</th>
<th>Overhead costs</th>
<th>Cost/income</th>
<th>ROA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cyprus</td>
<td>2.24</td>
<td>2.51</td>
<td>2.13</td>
<td>2.29</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>3.61</td>
<td>2.54</td>
<td>2.66</td>
<td>2.52</td>
</tr>
<tr>
<td>Estonia</td>
<td>6.14</td>
<td>4.03</td>
<td>3.92</td>
<td>2.80</td>
</tr>
<tr>
<td>Hungary</td>
<td>5.05</td>
<td>4.62</td>
<td>4.23</td>
<td>4.01</td>
</tr>
<tr>
<td>Latvia</td>
<td>6.34</td>
<td>3.10</td>
<td>5.57</td>
<td>3.18</td>
</tr>
<tr>
<td>Lithuania</td>
<td>7.16</td>
<td>3.42</td>
<td>6.14</td>
<td>3.39</td>
</tr>
<tr>
<td>Malta</td>
<td>2.45</td>
<td>2.00</td>
<td>1.67</td>
<td>1.49</td>
</tr>
<tr>
<td>Poland</td>
<td>5.61</td>
<td>3.38</td>
<td>3.35</td>
<td>3.84</td>
</tr>
<tr>
<td>Slovakia</td>
<td>2.63</td>
<td>3.58</td>
<td>3.52</td>
<td>3.28</td>
</tr>
<tr>
<td>Slovenia</td>
<td>4.48</td>
<td>3.29</td>
<td>3.61</td>
<td>3.06</td>
</tr>
<tr>
<td>NMS-10</td>
<td>4.38</td>
<td>3.23</td>
<td>3.29</td>
<td>3.16</td>
</tr>
</tbody>
</table>

Note:

a NMS-10 is calculated as a weighted average (weighted according to assets).

Source: Allen et al. (2006)
significantly improved between 1994 and 2006. Performance increased from 2004, while there were some setbacks in the wake of the Asian crisis in 1997–1998 and the bursting of the Internet bubble in 2002.

Table 8.4 shows some indicators of the quality of the balance sheet of the banking sector in the NMS. For the NMS as a whole, the ratio of non-performing and other doubtful loans as a percentage of total loans stood at 10.4 per cent in 2004, while the corresponding figure for the EU-15 was 3.1 per cent (ECB, 2005). Still, there is quite some diversity across the NMS as regards asset quality. The banking sectors in the Baltic States recorded an average ratio of non-performing and other doubtful loans of only 1.5 per cent, as opposed to 11.1 per cent in the CEEC. In the latter group the ratio of non-performing and other doubtful loans ranged from 3.5 per cent to 21.9 per cent. According to the ECB (2005), the non-performing loans ratio of foreign banks in the NMS was 1.9 percentage points lower than that of domestic banks.

### Table 8.4 Quality of the balance sheet of the banking sector, 2003

<table>
<thead>
<tr>
<th>Country</th>
<th>Non-performing loans (as % of total loans)</th>
<th>Provisions (as % of total loans)</th>
<th>Capital adequacy ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cyprus</td>
<td>12.7</td>
<td>6.8</td>
<td>10.6</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>6.4</td>
<td>2.4</td>
<td>14.5</td>
</tr>
<tr>
<td>Estonia</td>
<td>0.7</td>
<td>0.7</td>
<td>14.3</td>
</tr>
<tr>
<td>Hungary</td>
<td>3.5</td>
<td>1.8</td>
<td>11.9</td>
</tr>
<tr>
<td>Latvia</td>
<td>1.7</td>
<td>1.0</td>
<td>10.3</td>
</tr>
<tr>
<td>Lithuania</td>
<td>2.6</td>
<td>0.6</td>
<td>13.2</td>
</tr>
<tr>
<td>Malta</td>
<td>7.5</td>
<td>1.8</td>
<td>20.9</td>
</tr>
<tr>
<td>Poland</td>
<td>16.2</td>
<td>7.1</td>
<td>13.8</td>
</tr>
<tr>
<td>Slovakia</td>
<td>18.5</td>
<td>7.2</td>
<td>21.6</td>
</tr>
<tr>
<td>Slovenia</td>
<td>21.9</td>
<td>8.4</td>
<td>11.6</td>
</tr>
<tr>
<td><strong>NMS-10</strong></td>
<td><strong>11.0</strong></td>
<td><strong>4.7</strong></td>
<td><strong>14.0</strong></td>
</tr>
</tbody>
</table>

**Note:**

*NMS-10 is calculated as a weighted average (weighted according to assets).

Source: ECB (2005)

8.3 What attracts foreign banks?

As shown in the previous section, foreign bank presence is very large in most NMS. With few exceptions, the four or five largest banks are all foreign. A foreign bank is usually defined as a bank of which more than 50 per cent
of the shares are owned by non-domestic residents. This implies that a bank may be a domestic bank in one country but a foreign bank everywhere else. Most of the banks involved in the NMS are viewed as strategic investors with a strong commitment to the local economy, rather than financial investors (ECB, 2005). Strategic ownership has the advantage of providing both stability and expertise in retail banking and risk management. This section discusses in some detail foreign bank entry in the previous transition countries.

### Foreign bank presence

Table 8.5 shows the development of the number of foreign banks between 1995 and 2004 in Bulgaria, Croatia, the Czech Republic, Estonia, Hungary, Latvia, Lithuania, Poland, Romania, Slovakia, and Slovenia.

In the second part of the 1990s, the relative number of foreign banks grew strongly, especially in Bulgaria, Croatia, Hungary, Lithuania, Poland, and Romania. In 2000, the number of foreign banks reached a peak and since then it has decreased slightly as some foreign banks left Croatia and Hungary.

Table 8.6 shows the share of foreign banks in total bank assets for the same countries. The share of state-owned banks evaporated from 51 per cent in 1995 to 3 per cent in 2004. Only in Poland and Slovenia are governments still

---

**Table 8.5 Number of foreign banks in 11 former communist countries, 1995–2004**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Bulgaria</td>
<td>3</td>
<td>3</td>
<td>7</td>
<td>17</td>
<td>22</td>
<td>25</td>
<td>26</td>
<td>26</td>
<td>25</td>
<td>24</td>
</tr>
<tr>
<td>Croatia</td>
<td>1</td>
<td>5</td>
<td>7</td>
<td>10</td>
<td>13</td>
<td>21</td>
<td>24</td>
<td>23</td>
<td>19</td>
<td>15</td>
</tr>
<tr>
<td>Czech Rep.</td>
<td>23</td>
<td>23</td>
<td>24</td>
<td>25</td>
<td>27</td>
<td>26</td>
<td>26</td>
<td>26</td>
<td>26</td>
<td>26</td>
</tr>
<tr>
<td>Estonia</td>
<td>5</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>Hungary</td>
<td>21</td>
<td>24</td>
<td>30</td>
<td>28</td>
<td>29</td>
<td>33</td>
<td>31</td>
<td>27</td>
<td>29</td>
<td>27</td>
</tr>
<tr>
<td>Latvia</td>
<td>1</td>
<td>14</td>
<td>15</td>
<td>15</td>
<td>12</td>
<td>12</td>
<td>10</td>
<td>9</td>
<td>10</td>
<td>9</td>
</tr>
<tr>
<td>Lithuania</td>
<td>0</td>
<td>3</td>
<td>4</td>
<td>5</td>
<td>4</td>
<td>6</td>
<td>6</td>
<td>7</td>
<td>7</td>
<td>6</td>
</tr>
<tr>
<td>Poland</td>
<td>18</td>
<td>25</td>
<td>29</td>
<td>31</td>
<td>39</td>
<td>46</td>
<td>46</td>
<td>45</td>
<td>43</td>
<td>44</td>
</tr>
<tr>
<td>Romania</td>
<td>8</td>
<td>10</td>
<td>13</td>
<td>16</td>
<td>19</td>
<td>21</td>
<td>24</td>
<td>24</td>
<td>21</td>
<td>23</td>
</tr>
<tr>
<td>Slovakia</td>
<td>18</td>
<td>14</td>
<td>13</td>
<td>11</td>
<td>10</td>
<td>13</td>
<td>12</td>
<td>15</td>
<td>16</td>
<td>16</td>
</tr>
<tr>
<td>Slovenia</td>
<td>6</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>5</td>
<td>6</td>
<td>5</td>
<td>6</td>
<td>6</td>
<td>7</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td>104</td>
<td>129</td>
<td>150</td>
<td>164</td>
<td>183</td>
<td>213</td>
<td>214</td>
<td>212</td>
<td>206</td>
<td>203</td>
</tr>
</tbody>
</table>

Source: Naaborg (2007)
important shareholders of banks (Naaborg, 2007). After several banking crises had hit most transition countries in the mid-1990s, bank privatisation furthered foreign participation.

Table 8.6 shows that countries differed with regard to the timing of foreign bank entry. Hungary and Latvia were frontrunners. Already in 1997, more than 60 per cent of total bank assets in these countries was owned by foreign banks. Although the share of foreign banks in total bank assets in Slovenia has also increased, it is still far below that of most other former communist countries.

In general, the presence of non-EU banks in the region is rather limited. Banks from Austria, Belgium, Italy, and the Netherlands especially entered the CEEC. The banking sectors of the Baltic states are dominated by Nordic banks.

Motives for foreign-bank entry

The literature documents several motives for cross-border bank expansion. Following Naaborg (2007), three groups of motives can be identified. The first entry motive is related to foreign activities of non-financial firms. According to the defensive expansion theory (Grubel, 1977), banks follow foreign direct investments (FDI) by the non-financial sector to defend their relationships
with clients. The defensive expansion theory is also often referred to as the ‘follow the customer’ motive. Apart from FDI, other cross-border activities of non-financial firms, like exporting goods and services, may induce banks to follow their customers abroad. Banks that follow their customers focus on preventing losses in pre-existing activities, rather than on generating profits in the new location.

A second set of entry motives is associated with the potential to increase profitability. Expected high rates of economic growth may offer profitable business opportunities, which may be attractive especially in case of strong competitive pressure in the home banking market. Investing in the foreign country may also be profitable for other reasons, like expected exchange-rate developments or an attractive tax regime. Furthermore, foreign banks may apply ownership-specific factors, such as superior entrepreneurial skills or superior technology and management expertise, to foreign banking markets at low marginal costs.

The final set of foreign-entry determinants refers to the institutional context of the host market. Institutional parameters include financial regulation, the quality of the financial supervisor, the quality of law enforcement, the openness of the host-country authorities towards foreign-bank entry, and the role of information costs. Information costs mainly depend on the distance between the home and the host country, and the cultural similarity of both countries.

Surveying the literature, Naaborg (2007) concludes that the majority of studies on foreign bank entry confirm the ‘follow the customer’ view. There are, however, some studies reporting evidence that does not support this motive for foreign-bank entry. For instance, Berger et al. (2003) find that nearly 66 per cent of the non-domestic multinationals firms in Europe do business with a bank headquartered in the host nation, while less than 20 per cent selected a bank from their home nation. The importance of profitability in foreign bank entry is less controversial. High rates of expected economic growth have attracted foreign banks to the NMS (ECB, 2005). However, the results of Vander Vennet and Lanine (2007) do not confirm that European banks acquired poorly managed banks in the NMS in order to upgrade their performance. Finally, there are various studies suggesting the importance of the institutional context. For instance, Berger et al. (2004) and Buch and DeLong (2004) find that cross-border bank-merger activity increases when home and host country are geographically close, share a common language and legal system, and have similar economies in terms of size and level of GDP per capita.
Entry mode and organisation form of representation

A large part of the foreign ownership of banks in the NMS stems from privatisation of former state-owned banks. Usually, foreign banks initially bought a small equity share in the bank and over time increased their shareholding. In addition, a number of banks entered these markets via greenfield operations (in a greenfield investment, a foreign firm starts operations on its own in a host country), thereby avoiding inheriting bad loans from the past. Greenfields also avoid post-acquisition integration failures rooted in cross-cultural differences and technological mismatches (Dikova, 2005).

Naaborg (2007) points out that the choice between acquisition and greenfield is influenced by many time-varying factors, such as the number and attractiveness of banks available for possible acquisition. Figure 8.3 summarises them.

Panel A relates the probability of the choice for a greenfield to the relative price of an acquisition. The costs of an acquisition are the sum of the direct purchasing costs and the post-acquisition expenses. The former depends on (i) the price quoted, and (ii) potential competitive biddings by other banks. Post-acquisition expenses are related to (i) reviewing the loan portfolio and costs due to mistakes in estimating the quality of the loan portfolio, and (ii) the restructuring and integration of the subsidiary into the parent bank. Post-acquisition expenses of a greenfield are generally lower than those of an acquisition as one can start with a clean loan book, a homemade structure, and experienced screening staff. Post-acquisition costs include integrating the subsidiary in the structure of the parent bank, like the implementation of a similar IT system and the need to implement best practices in the newly acquired bank (e.g., risk-management techniques). Foreign banks regard the operational risks of greenfields higher than the operational risks of acquisitions.
A second determinant of the choice for a greenfield or an acquisition is the degree of competition in the local banking sector (panel B in Figure 8.3). Fierce competition makes it hard for a greenfield investment to become successful. A good example is the 1996 greenfield of Dutch Rabobank in Hungary that aggressively tried to get business but was not able to gain enough market share and had to cease banking business in 2002.

Finally, Naaborg (2007) finds evidence that the choice between greenfield and acquisition is related to the customer focus of the banks (Panel C, Figure 8.3). The stronger the focus is on retail, the less likely a greenfield investment becomes.

Another component of foreign bank entry is the organisational form of representation. Foreign representation can be materialised by a small-scale office, such as a representative office or an agency, or by a large-scale office, such as a branch or a subsidiary. A representative office is the most limited but most easily established organisational form. It does not engage in attracting deposits and extending loans, but is generally established to test the possibility of further involvement. An agency is a more costly form of foreign banking operation than a representative office and may be warranted if banks engage in substantial export servicing and subsequent heavy involvement in the foreign-exchange market. Representation with an agency also allows a bank to make commercial loans, although business related to consumer loans or deposits is not permitted. A foreign branch constitutes a higher level of commitment than a representative office or agency. The crucial difference between a foreign branch and a foreign subsidiary is that, legally, a branch forms a unit with its parent and a subsidiary is an independent legal entity. Other differences between branch and subsidiary regard supervision, risk, and performance. While home-country supervisors supervise branches, local supervisory authorities supervise subsidiaries. Subsidiaries are subject to local lending limits associated with the level of their capital, while for branches no local lending limits are involved as from a consolidated point of view, they rely on the capital of the foreign parent.

Naaborg (2007) concludes that the choice between branch or subsidiary was largely driven by local regulations in place. For instance, the Polish authorities did not permit foreign branches for quite a while. In Hungary, banks were also obliged to take the form of a subsidiary. In other countries branches were allowed, but sometimes the authorities insisted that the branch should be capitalised. Table 8.7 shows that most foreign presence is now in the form of subsidiaries of foreign banks (see chapter 10 for a further discussion of the problems this may create for supervision).
The availability of sufficient credit to the private sector is important for economic development. As Figure 8.4 shows, the ratio of domestic credit to the private sector as a percentage of GDP in the former transition NMS increased on average from 29 per cent in 1995 to 35 per cent in 2003 (ECB, 2005). This increase coincided with a rapid increase in economic and financial development. However, in some countries (the Czech Republic and Slovakia), the ratio of domestic credit to GDP has shown a decreasing trend that mainly reflects the protracted restructuring of bad loans accumulated earlier (ECB, 2005).

An important issue here is the role of foreign banks. It is widely believed that allowing foreign bank entry as part of a liberalisation process will enhance the efficiency of the banking system. Foreign banks may help improve the quality, pricing, and availability of financial services, both directly as providers of these services and indirectly through increased competition. Foreign banks are often argued to improve the allocation of credit since they have more sophisticated systems for evaluating and pricing of risks. They are also more experienced in the use of derivative products. Also the likely improvement of human capital due to foreign-bank presence will be beneficial, because the skills required for the banking business were scarce during the first years of transition. Finally, foreign-bank presence may also lead to improvements of bank regulation and supervision, since these banks may demand improved
systems of regulation and supervision from the regulatory authorities in the recipient countries. This may contribute to improving the quality of banking operations of domestic banks. All these spill-over effects may contribute to more efficient domestic banking practices, which, in turn, may enhance economic growth in transition countries (De Haan and Naaborg, 2004).

However, some worries – notably with respect to the intermediation role of foreign banks – have also been aired. In particular, foreign banks were initially believed to focus their activities on large enterprises and not on the retail and SME segments as large enterprises are easier to monitor or are more profitable, allowing foreign banks to ‘cherry pick’ the most profitable activities in the economy. Alternatively, foreign banks often follow their customers abroad and hence when the latter set up operations in the NMS, foreign banks also establish a local presence. Once established abroad, foreign banks may focus their activities mainly on these large enterprises. Furthermore, foreign-bank credit may turn out to be less stable than domestic credit, especially during adverse economic times. Foreign banks may easily withdraw funds in case of a worldwide recession or an economic downturn in the home country (see Box 8.2 for a further discussion of this issue).

Some empirical literature has documented the effect of foreign ownership on aggregate lending growth and on the extension of credit to specific market segments in transition countries. There is counterevidence to indicate that foreign banks in fact lend more to local customers through co-financing with
Box 8.2 Foreign banks and credit stability

One of the potential concerns related to high foreign ownership is that foreign banks may react differently than domestic banks to adverse changes in business-cycle conditions – either at home or in a host country – or in the case of a host-country banking crisis. There may be various explanations for such destabilising behaviour (ECB, 2005). Parent banks may reallocate their capital across regions or countries on the basis of expected risks and returns. Owing to differences in business-cycle conditions, activities of subsidiaries in low-growth countries may be scaled down substantially in favour of other countries. Similarly, deteriorating economic conditions in the home country may force parent banks to downsize their operations abroad. However, Buch et al. (2003) argue that one might expect that FDI in banking has stabilising features for two reasons. First, FDI flows are typically less volatile than other forms of capital flows such as international portfolio investments and international bank lending. Second, because FDI provides banks with superior information on host markets and because it requires a stronger commitment to servicing the foreign market, it may be less destabilising than other forms of entry.

De Haas and Van Lelyveld (2006) analyse for some NMS whether aggregate foreign-bank credit declined during periods of economic and/or financial downturn, and if so, whether such declines were steeper than those of domestic banks. They explicitly pay attention to both cross-border credit flows and activities of foreign subsidiaries within these countries. Their data refer to more than 100 banks in the Czech Republic, Estonia, Hungary, Poland, and Slovenia. Table 8.8 shows the changes in foreign subsidiaries’ credit as well as cross-border credit during each period in which domestic banks on aggregate contracted their credit. It is striking that in all but one of these periods, foreign bank subsidiaries increased credit. The results for cross-border credit are more mixed.

So the results of De Haas and Van Lelyveld (2006) show no evidence of ‘cut and run’ behaviour by foreign banks. Temporary reductions in cross-border credit into Estonia, Hungary, and the Czech Republic were met by increases in local subsidiaries’ credit. Foreign banks’ local affiliates have been rather stable credit sources, even when domestic banks reduced their credit supply.

<table>
<thead>
<tr>
<th>Period</th>
<th>Credit by foreign subsidiaries</th>
<th>Cross-border credit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estonia 1999–2000</td>
<td>+</td>
<td>–</td>
</tr>
<tr>
<td>Hungary 1996–2000</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Poland 2000</td>
<td>+</td>
<td>–</td>
</tr>
<tr>
<td>Slovenia 1999</td>
<td>–</td>
<td>+</td>
</tr>
<tr>
<td>Czech Republic (I) 1997</td>
<td>+</td>
<td>+</td>
</tr>
<tr>
<td>Czech Republic (II) 1999–2000</td>
<td>+</td>
<td>–</td>
</tr>
</tbody>
</table>

Source: De Haas and Van Lelyveld (2006)
local banks because of the latter’s strength in seizing enterprise assets of firms in liquidation (ECB, 2005).

Finally, some recent work on the benefits of international financial integration for growth will be discussed. As shown in chapter 1, there is substantive evidence that financial development is positively related to economic growth. At the same time, recent research on the benefits of global financial integration – as surveyed by Kose et al. (2006) – finds little robust evidence for long-run growth benefits from global financial integration. In fact, Prasad et al. (2006, p. 10) report that capital has been flowing ‘uphill’ from less developed to industrial countries. Within developing economies, high-growth countries have received smaller net capital from abroad than those growing more slowly. Their provocative conclusion is that ‘...while developing countries grow faster by relying less on foreign savings, it is just the opposite for industrial countries. Put another way, neither China nor the United States, both fast growing countries for their stage of development, are running perverse current account balances relative to the norm. They are just extreme examples of their respective class of country!’

Abiad et al. (2007) argue that the recent enlargement of the EU provides fertile ground for testing the relationship between financial integration and income convergence. A particular implication of financial integration in the EU has been the flow of foreign capital to the NMS. In the past decade, various NMS have run large current-account deficits, which contrasts with the experience of many other emerging markets. For instance, East Asian economies have run substantial surpluses in recent years.

A country’s current-account balance is, by definition, the difference between its savings and investment rates. In assessing the determinants of this balance researchers have therefore been guided by the underlying determinants of savings and investment. In their study, Abiad et al. estimate various models for the current-account balance-to-GDP ratio using five-year, non-overlapping observations over 1975–1979, 1980–1984, 1985–1989, 1990–1994, 1995–1999, and 2000–2004. As explanatory variables they include the government budget balance (as a ratio to GDP), the growth rate of real PPP-adjusted GDP per capita, the log of PPP-adjusted GDP per capita, the lagged net foreign assets-to-GDP ratio (NFA/GDP), the elderly and youth dependency ratios, and trade integration (i.e., the ratio of imports and exports to GDP).

To test for the role of financial integration, Abiad et al. also include a measure of financial integration and its interaction with the level of per-capita income. If financial integration facilitates the flow of capital from rich to poor countries the coefficient on the interaction term should be positive, implying
that poorer countries are able to run larger deficits the more financially integrated they are. Abiad et al. measure financial integration as the ratio of gross stocks of foreign assets plus liabilities to GDP. The European sample consists of 23 members of the EU, excluding Luxembourg and Ireland from the analysis given their unusually high degree of financial integration. Table 8.9 is reproduced from their study. For the global sample, the relationship between initial per-capita income and the current account balance is positive and statistically significant; in other words, capital flows from less developed to industrial countries. However, the size of the effect is small. Higher GDP growth and lower budget deficits are associated with a smaller

<table>
<thead>
<tr>
<th>Dependent variable: five-year average CA/GDP</th>
<th>Global</th>
<th>Europe</th>
</tr>
</thead>
<tbody>
<tr>
<td>Log of GDP per capita</td>
<td>0.0187</td>
<td>0.0176</td>
</tr>
<tr>
<td>[3.08]**</td>
<td>[2.88]**</td>
<td>[2.87]**</td>
</tr>
<tr>
<td>Contemporaneous growth in GDP per capita</td>
<td>−0.005</td>
<td>−0.005</td>
</tr>
<tr>
<td>[2.54]**</td>
<td>[2.53]**</td>
<td>[2.53]**</td>
</tr>
<tr>
<td>Contemporaneous fiscal balance/GDP</td>
<td>0.389</td>
<td>0.387</td>
</tr>
<tr>
<td>[3.55]**</td>
<td>[3.54]**</td>
<td>[3.59]**</td>
</tr>
<tr>
<td>NFA/GDP</td>
<td>0.032</td>
<td>0.033</td>
</tr>
<tr>
<td>[4.95]**</td>
<td>[5.04]**</td>
<td>[4.42]**</td>
</tr>
<tr>
<td>Old dependency ratio</td>
<td>−0.335</td>
<td>−0.342</td>
</tr>
<tr>
<td>[3.93]**</td>
<td>[3.86]**</td>
<td>[3.84]**</td>
</tr>
<tr>
<td>Young dependency ratio</td>
<td>−0.061</td>
<td>−0.066</td>
</tr>
<tr>
<td>[1.84]</td>
<td>*</td>
<td>[1.90]*</td>
</tr>
<tr>
<td>Trade openness/GDP</td>
<td>−0.015</td>
<td>−0.018</td>
</tr>
<tr>
<td>[1.67]</td>
<td>*</td>
<td>[1.74]*</td>
</tr>
<tr>
<td>Financial integration/GDP</td>
<td>0.002</td>
<td>0.005</td>
</tr>
<tr>
<td>[0.80]</td>
<td>[0.23]</td>
<td>[2.13]**</td>
</tr>
<tr>
<td>Log of GDP per capita* (Financial integration/GDP)</td>
<td>−0.004</td>
<td>0.045</td>
</tr>
<tr>
<td>[0.15]</td>
<td></td>
<td>[2.70]**</td>
</tr>
</tbody>
</table>

Notes: Robust t statistics in brackets. * significant at 10%; ** significant at 5%; *** significant at 1%.
Source: Abiad et al. (2007)
balance (or larger deficit), and higher dependency ratios are associated with a lower current account balance, presumably because higher dependency reduces the savings rate.

As to the financial integration variable, the expectation is that the sign would be negative since countries with large external liabilities will need to run larger balances, while those that have accumulated assets should be able to run deficits. However, in the global sample, there is no relationship between the degree of a country’s financial integration and its current account – either directly or indirectly through making it easier for poorer countries to gain access to capital. But the results for the European sample are sharply different. Now there is no statistically significant relationship between the current account balance and several ‘conventional’ determinants, like contemporaneous growth and the dependency ratios. Furthermore, a higher level of financial integration is associated with a lower current account balance in the European sample. The negative coefficient is even significant at the 10 per cent level in column 6. In Europe, financial integration has a strong relationship with the current-account deficit, and the direction of that relationship depends on a country’s income. While poorer countries that are more financially integrated run larger deficits, richer countries that are more financially integrated run larger surpluses. In other words, financial integration leads countries to borrow more from abroad if they are poorer, and rich countries to lend more abroad if they are richer. The results suggest that an increase in financial integration by 100 per cent of GDP would increase Lithuania’s current account deficit by 3.5 per cent of GDP, and would raise the Netherlands’ surplus by 2.1 per cent of GDP. Abiad et al. conclude that the general increase in financial integration in Europe is an important force in explaining the increased dispersion of current accounts. In subsequent regressions, they find that in the global sample the current-account deficit has no bearing on growth. In Europe, the effects are important. A larger current-account deficit raises growth and this is all the more so the lower a country’s per-capita income. In other words, a larger current-account deficit contributes to speeding up the convergence process.

8.5 Conclusions

Stock-market capitalisation in various new EU Member States has increased, but its level in the NMS is still far below that in the EU-15. By far the most important category of financial institutions in the NMS are banks. The
banking sector is generally highly concentrated. Foreign bank presence is very large in most NMS, mainly in the form of subsidiaries of foreign banks. The choice between entering a country via a branch or a subsidiary was largely driven by local regulations in place. Most evidence suggests that foreign banks in transition markets show higher efficiency than their domestically owned counterparts. Scant available evidence also suggests that foreign banks increased credit during periods of domestic credit contraction.

The evidence on the determinants of foreign bank entry is mixed. Many, but not all, studies confirm the ‘follow the customer’ view. The importance of profitability in foreign bank entry is less controversial. Various studies suggest that the institutional context matters: cross-border bank-merger activity increases when home and host country are geographically close, share a common language and legal system, and have similar economies in terms of size and level of GDP per capita.

The final part of the chapter analysed how beneficial financial integration has been for the economic development of the NMS, suggesting that financial integration has stimulated their economic growth.
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The function of insurance is to protect individuals and firms from adverse events through the pooling of risks. Life insurance protects against premature death, disability, and retirement. Non-life insurance protects against risks such as accidents, illness, theft, and fire. Insurance is a risky business, as insurance companies collect premiums and provide cover for adverse events that may or may not arise somewhere in the future. The pattern of small claims, such as fire or car accidents, is fairly predictable. However, larger accidents or catastrophes (like hurricanes) involve high claims with low probability.

The insurance business is plagued by asymmetric information problems. There is a moral hazard problem when the behaviour of the insured, which can be only partly observed by the insurer, may increase the likelihood that the insurer has to pay. After signing the contract, the insured may behave less cautiously because of the insurance. Another problem is adverse selection. High-risk individuals (for instance, ill people) may seek out more (health) insurance than low-risk persons. The insurer may therefore end up with a pool of relatively high risks. Mechanisms to separate high from low risks are explained in this chapter.

Insurance companies tend to centralise risk management, using internal risk-management models at their headquarters. But there is still a role for local business units to capture factors that are location-specific. The same is true for asset management. As insurance companies are large asset managers, they can profit from economies of scale through the pooling of assets.

Insurance systems vary considerably across Europe. Life insurance is quite prominent in the EU-15, but far less so in the new EU Member States. Non-life insurance is more evenly spread across the EU. With the creation of the European single insurance market, insurers used mergers and acquisitions – at both the national and the European level – to
become large enough to act at the European level. While it is still not possible to speak of an integrated insurance market, the level of cross-border insurance has gradually increased. Finally, the chapter analyses financial conglomerates that combine banking and insurance. These conglomerates have the possibility of cross-selling insurance products through the bank and they may also gain from increased diversification possibilities. Yet it is difficult to manage a complex financial group that runs fairly different lines of business.

**LEARNING OBJECTIVES**

After you have studied this chapter, you should be able to:
- explain the nature of insurance business
- explain the economics of insurance risk
- explain the use of risk-management models by insurers and the centralisation of the risk-management function
- describe the structure of the European insurance market
- identify the characteristics of financial conglomerates and the role they play in the financial system.

### 9.1 Theory of insurance

**Small vs. large claims insurance**

The function of *insurance* is to protect individuals and firms against adverse events. Insurance companies are able to provide this protection through the pooling of individual risks. By combining the risks of various clients in a pool, insurance companies can spread the risks over this (large) group of clients. There are different types of insurance. *Life insurance* protects against premature death, disability, and retirement. While it is difficult to predict the death of an individual, death rates for large populations are fairly stable and therefore easier to predict. Other types of insurance are grouped under the name of *non-life insurance*, which protects against risks such as accidents, theft, and fire. Non-life insurance is sometimes also called property and casualty (P&C) or property and liability (P&L) insurance.

The risk dynamics of non-life insurance are more diverse than those of life insurance. Relatively small accidents (like car accidents) are fairly
predictable and can easily be pooled by an insurance company. But larger accidents or catastrophes follow a different pattern: they are low-probability but high-impact events. A good example is hurricane Katrina in New Orleans in 2005. The risk of such a catastrophe is too big for one insurance company and is therefore divided among different insurance and re-insurance companies.

The intermediation function of insurers can be illustrated with a simple balance sheet (see Figure 9.1). Insurers collect premiums $P$ from clients and make payouts on claims $C$ by these clients when the risk materialises. On the asset side, insurers invest the collected premiums in assets $A$, which earn a return $R_A$. On the liability side, insurers make technical provisions $TP$ to cover expected future claims. In addition, insurers maintain a capital buffer $E$ to cover unexpected claims.

Insurers evaluate the risk of prospective clients. If a client is accepted, the insurers have to decide how much coverage a client should receive and how much he should pay for it. The function of an underwriter is to acquire – or to ‘write’ – business that will bring the insurance company profits. The insurance business is viable only when the collected premiums exceed the payout on claims. When a claim is made, the insurer must determine the extent of the loss. Many insurers employ ‘adjusters’ who determine the liability of the insurer and the settlement to be made. The claim ratio measures the adjusted claims as a ratio to premiums earned, i.e., $C/P$. A claim ratio of less than 100 per cent means that premiums earned are sufficient to cover claims.

The insurance company also has to cover its expenses $Exp$. The biggest expenses are commissions paid to insurance agents for the acquisition of business. These acquisition costs are very high. To reduce their acquisition costs, insurers are increasingly selling insurance to the public directly (direct writing). The insurer must also gather information about potential clients to assess the underwriting risk and avoid adverse selection (see below). Finally, insurers incur administrative expenses. The expense ratio expresses total expenses relative to premiums earned, i.e., $Exp/P$. 

<table>
<thead>
<tr>
<th>Insurance company</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assets ($A$)</td>
</tr>
</tbody>
</table>

Figure 9.1 Simplified balance sheet of an insurance company
A common economic measure to assess the profitability of non-life insurers is the combined ratio \( CR \), which expresses claims and expenses relative to premiums earned:

\[
CR = \frac{C}{P} + \frac{Exp}{P} = \frac{C + Exp}{P}
\]  

(9.1)

Figure 9.2 shows the combined ratio for various EU Member States. The combined ratios for Cyprus and Denmark are well above 100 per cent, indicating that the non-life insurance sector in these countries makes a loss. However, investment returns are not included (see below). In Austria, Malta, and Slovakia the combined ratio ranges between 70 per cent and 80 per cent, indicating a healthy profit. The combined ratio of the EU-25 average is 94 per cent. This results in a margin of 6 per cent.

The combined ratio provides an incomplete view of a non-life insurer’s profitability. Premiums are invested before payouts are made. Investment returns are therefore an important source of income for insurers. The profitability \( \pi \), as a percentage of premium earned, is equal to the results on claims and expenses \((100 - CR)\) and the investment returns:

\[
\pi = 100 - CR + \frac{R_A - C - Exp}{P} = 100 + \frac{R_A - C - Exp}{P}
\]  

(9.2)
Equation 9.2 illustrates that the successful management of an insurance company depends on making adequate investment returns and properly calculating underwriting risks while keeping a lid on acquisition and administrative expenses. This equation can be illustrated with a simple example. Assume a claim ratio of 65 per cent of earned premiums, an expense ratio of 32 per cent, and allocated investment income of 9 per cent. The profit is 12 per cent of earned premiums (100 + 9 – 65 – 32 = 12).

The stochastic properties of large claims are very different from those of small claims. Small claims have a distribution with light tails (e.g., the normal distribution). In a large portfolio, the expected claim size approaches the average claim size according to the law of large numbers. Box 9.1 sets out the mathematics of calculating small-claim risks in more detail.

In contrast, large claims are characterised by distributions with heavy tails. Insurance portfolios with heavy-tailed claim sizes are dangerous. Figure 9.4 shows the log-normal distribution, an example of a heavy-tailed distribution. In the tail on the right are events with a low probability but a large impact on the overall claim amount. We need extreme-value statistics to model these large claims. The distribution needs to be fitted from a relatively small number of observations (the excesses over high thresholds). Embrechts et al. (1997) provide an overview of modelling extreme events.

Large losses are caused not only by nature (natural catastrophes) but also by men (man-made disasters). Table 9.1 provides an overview of the largest catastrophes over the last 30 years. Hurricane Katrina in New Orleans caused an insured loss of €50 billion, while the total loss (insured and uninsured) mounted to over €100 billion. The terrorist attack on the Twin Towers and the Pentagon in 2001 led to an insured loss of €16 billion. Another man-made disaster was the explosion in 1988 on the oil platform Piper Alpha in the North Sea, causing an insured loss of €2.6 billion. The highest insured losses are suffered in the US, Europe, and Japan due to the higher insurance density in the industrialised countries. Emerging markets generally have a lower insurance density, so that only a small proportion of victims benefits from insurance cover. An example was the tsunami in the Indian Ocean in 2004, which had a death toll of 220,000. Yet this extreme event is not taken up in Table 9.1 as only insured losses are counted.

Re-insurance

Individual insurers cannot bear these large losses on their own – their equity would be wiped out when an extreme event occurs. The risks (and premiums)
Box 9.1 The mathematics of small claims insurance*

This box abstracts from expenses, investment returns, and dividend payouts and focuses on the premium setting $P$ and the claim process $C$. The premium setting follows the dynamics of the claim process. The pattern of small claims is different from that of large claims.

The stochastic properties of the small claim-size model can be derived formally following Mikosch (2004). The total size of the claims $C(t)$ is the product of the number of claims $N(t)$ over period $t$ and the size of the claims $X_i$. The total claim amount is given by:

$$C(t) = \sum_{i=1}^{N(t)} X_i, \quad t \geq 0$$  \hspace{1cm} (9.3)

where $N$ is independent of the claim size. Both the number of claims and the size of claims are random variables. The claim numbers can often be described as a Poisson process. A Poisson process is a stochastic process, which is used for modelling random events that occur independently of one another. A variable following a homogeneous Poisson process has the property that the mean and variance of the distribution are the same. So for $N$ it is possible to write: $\lambda = E(N) = \text{var}(N)$ where $\lambda$ is the frequency of claims.

Equation (9.3) specifies the realised claims at time $t$. But an insurer needs to estimate the expected claims at the time of selling an insurance, i.e., $T = 0$. Exploiting the independence of the claim size sequence $X_i$ and the claim number process $N(t)$, the expected total claim amount is given by:

$$E[C(t)] = E \left[ E \left[ \sum_{i=1}^{N(t)} X_i \mid N(t) \right] \right] = E[N(t) \cdot E(X_i)] = \lambda \cdot t \cdot E(X_i)$$  \hspace{1cm} (9.4)

Equation 9.4 shows that the expected total claim amount grows linearly with $t$. Using the properties of the Poisson distribution, i.e., $\lambda \cdot t = E[N(t)] = \text{var}(N(t))$, the variance is denoted by:

$$\text{var} \left[ C(t) \right] = \lambda \cdot t \left[ \text{var}(X_i) + (E(X_i))^2 \right] = \lambda \cdot t \cdot E(X_i^2)$$  \hspace{1cm} (9.5)

An insurer with a large portfolio is interested in the asymptotic behaviour of the total claim amount. Applying the law of large numbers, the mathematical foundation of insurance, the total claim amount is given by:

$$\lim_{t \to \infty} \frac{C(t)}{t} = \lambda \cdot E(X_i)$$  \hspace{1cm} (9.6)

The law of large numbers thus says that the total claim amount is the expected claim amount. Put differently, the number of claims is the average number of claims $\lambda$ and the
The claim size is the average claim size $E(X_i)$. But the total claim amount may vary in practice. The risk of insurance is determined by the variance of the claims. The claim amount for a large population follows a normal distribution (i.e., a symmetric, bell-shaped curve).

Figure 9.3 visualises the law of large numbers for a portfolio of Danish fire insurance claims (Mikosch, 2004). The data cover the period 1980–1992 and include about 2,500 observations. Because the sample of fire insurance claims contains very large values, the ratio $C_n/n$ converges to $E(X_1)$ very slowly in Figure 9.3.

Next, an insurer needs to set a premium $P(t)$ to cover the claims. As the total claim amount varies, it is necessary to choose a premium by loading the expected claim amount by certain positive number $\rho$. The premium is given by:

$$P(t) = (1 + \rho) \cdot E[C(t)]$$

for some positive number $\rho$, called the safety loading. It is evident that the insurance business is more on the safe side the larger $\rho$. The safety loading can thus absorb fluctuations in the claim amount. But an overly large safety loading would make the insurance business less competitive.

The final step is to define the surplus or risk process of the portfolio. Following Mikosch (2004), $E(t)$ is the insurer’s capital or equity balance at given time $t$ (see also Figure 9.1) and is given by:

$$E(t) = E(0) + P(t) - C(t), \quad t \geq 0$$

where $E(0)$ is initial capital. A large initial capital is needed and reinforced by supervisors (see chapter 10). When starting an insurance company, the supervisor requires a sufficiently large initial capital buffer to prevent the business from bankruptcy due to many small or a few large claims in the first period, before the premium income can balance the losses and the gains.

What is the risk for an insurer with a sufficient capital balance $E(0)$ and a sufficiently prudent premium rate $(\rho > 0)$? First, there may be an upward drift $\delta > 0$ in the claim amount which was not expected by the insurer at the time when setting the premium. The realised claim amount is thus larger than expected: $C(t) = (1 + \delta) \cdot E[C(t)]$. Examples of such a drift are a shorter life expectancy due to a new illness or more car accidents due to an unexpected shift in weather conditions (e.g., strong winters with frozen roads). The insurer will incur losses when $\delta > \rho$ and potentially bankruptcy when cumulative losses wipe out the capital balance $(\delta - \rho) \cdot E[C(t)] > E(0)$.

Second, the principle of independence may be violated. A case in point is the accumulation of payouts on life policies by ING in the aftermath of the terrorist attack at the Twin Towers in New York at September 11 2001. While it thought to have an adequate geographical spread of its life portfolio in the New York and New Jersey area, ING appeared to have a large concentration among people working in the Twin Towers.
of catastrophe insurance are therefore shared among insurers (Rejda, 2005). A common mechanism to share insurance risk is re-insurance, which is shifting part or all of the insurance originally written by one insurer to another insurer. The insurer that originally writes the business is called the ceding company. The insurer that accepts part or all of the insurance risk from the ceding company is the re-insurer. Finally, the re-insurer may in turn re-insure part or all of the risk with another insurer.

The insurance risk of extreme events is thus sliced in different layers and divided between different insurers. Re-insurance can be designed in different ways. One format is proportional re-insurance. The insurer cedes a proportion of the premiums and the risks to a re-insurer. The remainder of the premiums and risks is retained by the ceding insurer (the retention amount).
Another format, in particular used for catastrophe insurance, is excess-of-loss re-insurance. Losses in excess of a certain limit (i.e., the retention limit) are paid by the re-insurer up to some maximum limit. These amounts are expressed in money amounts. Excess-of-loss contracts allow for tailor-made

<table>
<thead>
<tr>
<th>Insured loss</th>
<th>Victims</th>
<th>Date</th>
<th>Event</th>
<th>Country</th>
</tr>
</thead>
<tbody>
<tr>
<td>(in € billion, 2006 figures)</td>
<td>(dead and missing)</td>
<td>(year)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50.4</td>
<td>1,836</td>
<td>2005</td>
<td>Hurricane Katrina: floods</td>
<td>US, Mexico</td>
</tr>
<tr>
<td>17.5</td>
<td>43</td>
<td>1992</td>
<td>Hurricane Andrew: floods</td>
<td>US, Bahamas</td>
</tr>
<tr>
<td>16.2</td>
<td>2,982</td>
<td>2001</td>
<td>Terror attack on WTC, Pentagon</td>
<td>US</td>
</tr>
<tr>
<td>14.5</td>
<td>61</td>
<td>1994</td>
<td>Northridge earthquake (M 6.6)</td>
<td>US</td>
</tr>
<tr>
<td>10.4</td>
<td>124</td>
<td>2004</td>
<td>Hurricane Ivan: damage to oil rigs</td>
<td>US, Caribbean</td>
</tr>
<tr>
<td>9.8</td>
<td>35</td>
<td>2005</td>
<td>Hurricane Wilma: torrential rain, floods</td>
<td>US, Mexico</td>
</tr>
<tr>
<td>7.9</td>
<td>34</td>
<td>2005</td>
<td>Hurricane Rita: floods</td>
<td>US, Mexico</td>
</tr>
<tr>
<td>6.5</td>
<td>24</td>
<td>2004</td>
<td>Hurricane Charley</td>
<td>US, Cuba</td>
</tr>
<tr>
<td>6.3</td>
<td>51</td>
<td>1991</td>
<td>Typhoon Mireille</td>
<td>Japan</td>
</tr>
<tr>
<td>5.6</td>
<td>71</td>
<td>1989</td>
<td>Hurricane Hugo</td>
<td>US, Puerto Rico</td>
</tr>
<tr>
<td>5.5</td>
<td>95</td>
<td>1990</td>
<td>Winter storm Daria</td>
<td>France, UK, Benelux</td>
</tr>
<tr>
<td>5.3</td>
<td>110</td>
<td>1999</td>
<td>Winter storm Lothar</td>
<td>Switzerland, UK, France</td>
</tr>
<tr>
<td>4.2</td>
<td>22</td>
<td>1987</td>
<td>Storm and floods in Europe</td>
<td>France, UK, Netherlands</td>
</tr>
<tr>
<td>4.2</td>
<td>38</td>
<td>2004</td>
<td>Hurricane Frances</td>
<td>US, Bahamas</td>
</tr>
<tr>
<td>3.7</td>
<td>64</td>
<td>1990</td>
<td>Winter storm Vivian</td>
<td>Europe</td>
</tr>
<tr>
<td>3.7</td>
<td>26</td>
<td>1999</td>
<td>Typhoon Bart</td>
<td>Japan</td>
</tr>
<tr>
<td>3.3</td>
<td>600</td>
<td>1998</td>
<td>Hurricane Georges: flooding</td>
<td>US, Caribbean</td>
</tr>
<tr>
<td>3.1</td>
<td>41</td>
<td>2001</td>
<td>Tropical storm Allison: heavy rain, floods</td>
<td>US</td>
</tr>
<tr>
<td>3.1</td>
<td>3,034</td>
<td>2004</td>
<td>Hurricane Jeanne: floods, landslides</td>
<td>US, Caribbean</td>
</tr>
<tr>
<td>2.9</td>
<td>45</td>
<td>2004</td>
<td>Typhoon Songda</td>
<td>Japan, South Korea</td>
</tr>
<tr>
<td>2.7</td>
<td>45</td>
<td>2003</td>
<td>Thunderstorms, tornadoes, hail</td>
<td>US</td>
</tr>
<tr>
<td>2.6</td>
<td>70</td>
<td>1999</td>
<td>Hurricane Floyd: heavy rain, floods</td>
<td>US, Bahamas</td>
</tr>
<tr>
<td>2.6</td>
<td>167</td>
<td>1988</td>
<td>Explosion on oil platform Piper Alpha</td>
<td>UK</td>
</tr>
<tr>
<td>2.5</td>
<td>59</td>
<td>1995</td>
<td>Hurricane Opal: floods</td>
<td>US, Mexico</td>
</tr>
<tr>
<td>2.5</td>
<td>6,425</td>
<td>1995</td>
<td>Kobe earthquake (M 7.2)</td>
<td>Japan</td>
</tr>
</tbody>
</table>

Notes: The losses include property and business interruption, but exclude liability and life-insurance losses. The losses are indexed to 2006.
Source: Sigma No.2, Swiss Re (2007a)
slicing of the insurance risk. The terrorist attacks on September 11, 2001 show the importance of re-insurance. Re-insurers paid out at least half of the insured losses (Rejda, 2005).

In case of large catastrophes, traditional insurance and re-insurance may not suffice. The financial losses due to, for instance, a large flood can supersede the absorption capacity of individual insurers and re-insurers. Therefore, many countries have a government programme that covers part of the risk (see Box 9.2). However, government involvement gives rise to moral hazard, as private parties may seek to shift the risk to government (Loubergé, 2000; Kessler, 2008). There are several ways to mitigate this undesired effect. First, governments could provide cover for only the top layer of the risk. Private (re) insurers are then taking the first layers of risk of the catastrophe and have an

**Box 9.2 Flood insurance**

While flooding affects many people worldwide and often causes serious damage (see Table 9.1), insurance cover for the risk of flooding is not widespread. This box reviews (lack of) insurance solutions in some selected countries.

The oldest insurance scheme is found in the US. The National Flood Insurance Program (NFIP) that was set up in 1968 covers losses through river flooding. The maximum cover for residential buildings/contents is $250,000/100,000. Premiums are high and vary in line with the flood hazard. Prior to the Mississippi floods of 1993, 15–20 per cent of property in exposed areas was insured under NFIP. After the most recent floods, these figures went up markedly. There is no cap on insured losses, as NFIP is government funded.

In France, the insurance market is based on private insurers, but is statutorily regulated. The Caisse Centrale de Réassurance (CCR) is the main re-insurer and is guaranteed by the state. Insurance penetration is practically 100 per cent.

The United Kingdom has only private insurers and no state insurance. Insurance cover is generally included in homeowners’ and household contents policies in conjunction with storm cover. Premium rates are often high for storm/flood and are broken down to individual postcodes. Insurance penetration is 95 per cent.

The Netherlands has an enormous loss potential. Some 70 per cent of property is at risk as vast areas lie below sea level (storm surge) and/or can be flooded by the Rhine or the Maas rivers. The Dutch insurers concluded a market agreement in 1965 to exclude flood cover. The result is that the state is expected to pay (partial) compensation in the event of a disaster. An example is the flooding of the Rhine and the Maas in 1995 with an economic loss of €900 million, of which €180 million was paid by the government.

Source: Swiss Re (1998)
incentive to take appropriate precautionary measures, thereby reducing moral hazard. Second, governments should charge sufficiently high premiums, thereby pushing the insurance coverage back to the market as much as possible. Private (re)insurers have a competitive motive to underbid the premium charged by the government. Only when the risk is too high in relation to the premium will private (re)insurers drop out. In that case the government ends up providing residual coverage for catastrophes.

An alternative to traditional re-insurance and government insurance is securitisation of the risk. A recent example is the catastrophe bond (also known as cat bond). Cat bonds are corporate bonds that permit the issuer of the bond to skip or defer scheduled payments if a catastrophic loss beyond a certain threshold occurs. If insurers have built up a portfolio of risks by insuring properties in a region that may be hit by a catastrophe, they could create a special-purpose entity that issues the cat bond. Investors who buy the bond make a healthy return on their investment, unless a catastrophe (like a hurricane or an earthquake) hits the region; in that case, the principal initially paid by the investors is forgiven and is used by the sponsor to pay the claims of policy holders. The bonds pay relatively high interest rates and help institutional investors to diversify their portfolio, because natural disasters occur randomly and are not correlated with the stock market or other common factors (Rejda, 2005).

Asymmetric information

Under the assumption of full information complete insurance is possible at actuarially fair premium rates. But complete coverage is not always available in insurance markets due to asymmetric information (Loubergé, 2000). Insurance is subject to moral hazard when the contract outcome is partly influenced by the behaviour of the insured and the insurer cannot observe, without costs, to which extent reported losses can be attributed to the behaviour of the insured. Complete coverage may not be attainable under moral hazard. This is due to the trade-off between the goal of efficient risk sharing, which is met by allocating the risk to the insurer, and the goal of efficient incentives, which requires leaving the consequences of decisions about care with the decision maker, i.e., the insured.

Insurance is also subject to adverse selection. The ex-ante information asymmetry arises because the insured generally knows more about his risk profile than the insurer. The risk type of the insured cannot be determined ex ante by the insurer; the insurer can only charge the same premium rate based
on aggregate risk. The high-risk types are the ones who are most eager to buy insurance, producing an undesirable outcome for the insurer.

While both types of asymmetric information (i.e., moral hazard and adverse selection) may lead to sub-optimal insurance outcomes, this section focuses on adverse selection, which is potentially a serious problem in any type of insurance market. Chapter 7 explains moral hazard in more detail. In a seminal paper, Rothschild and Stiglitz (1976) analyse adverse selection in the insurance market. They model the effect of two types of individuals under asymmetric information (i.e., the insurer does not know the type): the high-risk type $H$ with accident probability $P^H$ and the low-risk type $L$ with accident probability $P^L$. We assume competitive insurance markets so that insurance is offered at actuarially fair premiums, as premiums are competed down to cost price. Following Spencer (2000), we define the premium ratio $B^L = (1 - P^L)/P^L$. If the contract with $B^L$ is offered (represented by the fair-odds line $AL$ in Figure 9.5), the insurer breaks even on the low-risk transactions at point $D_L^1$. This is the point of tangency between the budget line $AL$ and the indifference curve of the low-risk individuals $I^L_1$. But the insurer loses on contracts with high-risk individuals who move to a point such as $D_H^2$ on the fair-odds line $AL$. This is the adverse selection effect: high-risk individuals buy more insurance.

![Figure 9.5](image)

**Figure 9.5** The Rothschild–Stiglitz model of the insurance market

*Source: Spencer (2000) adapted from Rothschild and Stiglitz (1976)*
On the other hand, if a premium ratio of \(B^H\) is offered (represented by the fair-odds line \(AH\)), the insurer breaks even on contracts with high-risk clients at point \(D^H_1\). But the insurer makes a profit on low-risk individuals. In this case, the best that the low-risk types can do is to move to a point such as \(D^L_2\). This is the point of tangency between the budget line \(AH\) and the indifference curve of the low-risk individuals \(I^L_2\) (dashed) which lies between \(I^L_0\) and \(I^L_1\).

Neither of these situations is consistent with the assumption of a contestable market. In the second case, another insurer can enter the market and offer a contract just to the left of the point \(D^L_3\) on the fair-odds line \(AL\). Because this line lies to the left and below indifference curve \(I^H_1\), the high-risk types will prefer the original contract and remain at \(D^H_1\). However, because \(D^L_3\) lies above \(I^L_2\), the new contract will be preferred to the original one by the low-risk individuals. This will give the new entrant all of the low-risk business at an actuarially fair premium (since \(D^L_3\) lies along \(AL\), which is actuarially fair for low-risk types). The incumbent will be left with all high-risk individuals at the actuarially fair premium.

In equilibrium, the insurance market offers the two contracts simultaneously and clients self-select. This two-tier contract structure forces the low-risk types to distinguish themselves from the high-risk types in order to gain full insurance at an actuarially fair premium. The low-risk types get partial insurance at a fair premium. In practice, this partial insurance usually takes the form of a ‘deductible’ (i.e., own risk for the client) which reduces the scale of the compensation by a fixed amount. Alternatively, when losses are variable (rather than the fixed amount here), ‘co-insurance’ (fractional compensation) can be used. This two-tier market solution with self-selection is known as a separating equilibrium.

Box 9.3 provides some numerical examples to illustrate the working of the Rothschild–Stiglitz model. The application of a ‘deductible’ or ‘co-insurance’ is one way to separate high- and low-risk individuals. Another mechanism is screening. In the case of health insurance, the insurer can require the potential client to undergo a medical test. The insurer can also offer two contracts: one contract at a low premium for people who pass the medical test and a high premium for people who are not willing to do the test.

Finally, the government can impose compulsory insurance to enforce a pooling equilibrium (Spencer, 2000). It can bring in legislation stating that all individuals should take out full insurance. The compulsion prevents low-risk individuals breaking ranks and taking up a partial insurance offer from a rival
insurer. A typical example of such compulsory insurance is health insurance. As part of its social policy, a government may find it desirable that all citizens are fully insured in case of illness at an affordable premium. Without compulsion, low-risk individuals would have partial insurance and high-risk individuals would pay a high premium (the separating equilibrium).

Box 9.3 Some numerical examples with high- and low-risk individuals

The working of the Rothschild–Stiglitz model can be easily illustrated with some numerical examples. The first example is with a relatively small proportion of high-risk individuals, so the insurer is still able to offer a single contract to all insured (high- and low-risk). The case where everybody can be charged the same premium is called a pooling equilibrium. Assume two types: healthy people with a low risk of illness at 1/1000 ($p^L = 0.001$) and unhealthy people with a high risk of illness 1/100 ($p^H = 0.01$). The cost of illness is €100,000 per episode. The population comprises 90 per cent healthy people and 10 per cent unhealthy people. Table 9.2 provides the details. The cost of insurance for the healthy is €100 (€100,000 * 1/1000) and for the unhealthy €1,000 (€100,000 * 1/100). The average cost is €190 (0.90 * 100 + 0.10 * 1,000). If insurance is offered at an actuarially fair premium of €190 for the whole population, both types will buy full insurance as the premium is below their reservation prices of €200, respectively €1,500.

In the second example, the proportion of healthy people is changed to 80 per cent (see Table 9.3). This has an impact on the average cost, which becomes €280 (0.80 * 100 + 0.20 * 1,000). Now, healthy people are unwilling to buy insurance at this premium as it is above their reservation price of €200. The pooling equilibrium breaks down; only the unhealthy people will buy insurance. Since the insurer knows that, it will charge a premium of €1,000. The result is that the 80 per cent healthy people are not insured.

In the third example, we assume that the insurer has enough market power to charge premiums above the actuarially fair premium. The figures are shown in Table 9.4. The average premium is €150 (0.50 * 100 + 0.50 * 200). Since healthy people are not willing to pay €150, there is again no pooling equilibrium. We now try to set up a separating equilibrium with two policies. The general policy is available for €240. In addition, the insurer offers an insurance policy for €100 to anyone who can pass a medical test, which costs €40. The healthy people will pick up the second contract. They pay €100 for the insurance and €40 for the medical test. Unhealthy people can pass the test only when they bribe the doctor, which is costly (€110). So unhealthy people will take the general policy at a premium of €240 rather than the second policy at a cost of €250 (€100 for the insurance and €150 for the test). This equilibrium with two different contracts and premiums is a separating equilibrium.
While the underwriting of risk is one of their core competencies, insurers are similar to banks when it comes to risk-management systems and practices (Von Bomhard, 2005). In fact, the banking industry imported risk-management skills from the insurance sector and developed them further. Several banking crises, like the Scandinavian banking crisis in the 1990s (see chapter 11), have underlined the importance of good risk and capital management for banks. Another reason are the similarities between traditional actuarial thinking that prevails in insurance companies and financial economic thinking that prevails in banks.

### Modern risk management

The main risk types for an insurer are underwriting risk, market risk, credit risk, and operational risk. As explained in chapter 7, economic capital has emerged as a ‘common currency’ for risk taking within financial institutions. Economic capital is defined as the amount of capital a financial institution

<table>
<thead>
<tr>
<th>Table 9.2 Pooling equilibrium</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
</tr>
<tr>
<td>Healthy people</td>
</tr>
<tr>
<td>Unhealthy people</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 9.3 No equilibrium</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
</tr>
<tr>
<td>Healthy people</td>
</tr>
<tr>
<td>Unhealthy people</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 9.4 Separating equilibrium</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
</tr>
<tr>
<td>Healthy people</td>
</tr>
<tr>
<td>Unhealthy people</td>
</tr>
</tbody>
</table>
needs to absorb losses over a certain time interval with a certain confidence level. Financial institutions usually choose a time horizon of one year.

The risk-adjusted return on capital for an insurer is given by

\[
RAROC = \frac{\text{Revenues} - \text{Costs} - \text{Expected Claims}}{\text{Economic Capital}} = \frac{\pi}{E} \tag{9.9}
\]

The revenues consist of premiums \( P \) and investment returns \( R_A \) (see equation 9.2). Both the numerator and the denominator are adjusted for risk in the RAROC formula. RAROC divides profit by economic capital. RAROC can be used to assess past performance, but also to forecast future performance. It can thus be applied to determine whether activities should be discontinued or expanded.

RAROC is emerging as the leading methodology for large financial institutions to measure and manage risk. The use of internal risk models has been stimulated by supervisors, who allow insurers to use their internal models to calculate capital requirements (see chapter 10 on the new Solvency II capital adequacy rules). Within the RAROC framework, insurers first calculate the risk for each risk type (underwriting, market, credit, and operational risk) and then aggregate these.\(^2\)

The first type of risk is **underwriting risk**. Insurers make provisions for future claims. An unforeseen increase in the size and frequency of claims is a key risk factor for insurers. In life insurance, **longevity risk** is the risk that future trends in survival rates prove to be higher than projected. The payout period on annuities or pension contracts may thus be longer than expected. Insurance premiums to cover underwriting risk tend to follow a cyclical pattern. Several studies (e.g., Niehaus and Terry, 1993) identify the existence of an underwriting cycle in insurance markets. Box 9.4 explores different theories explaining the underwriting cycle.

The second type of risk is market risk. A specific market risk occurs when assets and liabilities in the balance sheet are not matched. This risk is labelled **asset and liability management risk**. In insurance companies, ALM risk is very important (Van Lelyveld, 2006). ALM risk increases when there is a significant mismatch between assets and liabilities. For life business, asset durations are generally shorter than liability durations. **Duration** is the effective maturity of an asset or liability. This duration mismatch will primarily cause an interest-rate risk, as most assets consist of bonds.\(^3\) Insurers also invest in equities and other investments to increase returns (see chapter 6 on investment strategies of insurers). While equities tend to generate a higher return than bonds in the long run (Dimson et al., 2002), they also generate a considerably higher
ALM risk. Insurers use advanced models to optimise their risk-return profile. The ability to invest in equities rather than in bonds depends on the size of an insurer’s capital buffer. The larger the capital buffer, the more risk (and thus equity investments) the insurer is allowed to take (see chapter 10 for further details).

The third type of risk is credit risk. While banks grant loans, insurers typically invest in traded assets such as bonds. Credit risk is present because the value of bonds may decline as a result of an increase in the perceived

---

**Box 9.4 The underwriting cycle**

The *underwriting or insurance cycle* is a distinct pattern of upward and downward movements in insurance premiums and their subsequent impact on underwriting profitability. Cyclical patterns, typically running over a period of six to nine years, tend to be particularly pronounced in insurance markets. While both demand and supply of insurance varies over time, variations in supply are more important. New financial capital can come into a market quickly to increase supply when premiums are high, and also can be withdrawn quickly when returns on insurance are low.

There are several theories explaining the underwriting cycle (see Niehaus and Terry, 1993). The first one is based on fluctuations in profits and assumes a competitive market. If profits are high, some insurers may reduce insurance premiums to attract more clients in expectation of these higher profits. Other insurers, not wishing to lose market share, may then also reduce premiums.

The second theory is founded on the availability and cost of equity capital. There are two main effects when stock markets rise markedly. First, the cost of capital falls for existing and new insurers. Second, rising share prices increase the value of an insurer’s asset holdings and thereby also the value of equity. The increased availability and reduced cost of capital increases supply and hence exerts downward pressure on premiums.

The third theory holds that claims rather than capital-market effects are the key cause of underwriting cycles. It supposes that insurers tend to underestimate the potential for large claims when there are no large individual losses or accumulation of losses. However, when a very large loss occurs, premiums rise sharply. A case in point is car insurance. After a few ‘soft’ winters without frozen roads, the frequency of car accidents seems to be relatively low and premiums may decrease. But after a ‘strong’ winter with multiple car accidents, premiums tend to rise again. This theory assumes that insurers have a short memory. This theory also supposes that following a major loss, insurers will try to recover some of their losses. Of course, exceptionally large losses or accumulations of loss are likely to be more or less random in their timing, but their effects may appear to be cyclical.
likelihood that the issuer will not be able to meet scheduled payments in the future. For most banks, lending activities are typically the main source of credit risk. But a typical insurer attributes only 5–10 per cent of total risk capital to credit risk (Van Lelyveld, 2006).

The fourth type of risk is operational risk. This is the risk of loss from inadequate internal processes, people or systems, or from external events. While developments in the insurance industry generally follow those in banking, most insurers model external-event risk separately as an underwriting risk.

The impact of the various types of risk differs across banking and insurance. The main business of banks is granting loans. Credit risk is the most important risk driver in banking, followed by market and ALM risk. ALM risk is caused by long-term assets funded by short-term deposits. The main risk in life insurance is market risk related to the large asset portfolios. Life insurers collect premiums on life policies, which are invested over a long period. The next type of risk is ALM risk, which is opposite to banking ALM risk. Life insurers typically invest the premiums on their long-term policies in shorter-lived assets. Insurance or underwriting risk is the main risk driver for P&C insurers. Figure 9.6 illustrates the relative importance of the different types of risk.

Centralisation of risk management

The organisational structure of international financial firms is moving from the traditional country model to a business-line model with integration of key management functions. One of the most notable advances in risk management
is the growing emphasis on developing a firm-wide assessment of risk. These integrated approaches to risk management aim to ensure a comprehensive and systematic approach to risk-related decisions throughout the financial firm. Once firms have a centralised risk-management unit in place, they may benefit from economies of scale in risk management. Nevertheless, these centralised systems still rely on local branches and subsidiaries for local market data. The potential capital reductions that can be achieved by applying the advanced approaches of the new Basel II framework encourage banking groups to organise their risk management more centrally (see chapter 7). The same is true for the future Solvency II framework for the European insurance industry (Drzik, 2005). Firms that implement a well-constructed risk- and capital-management framework can derive significant near-term business benefits, and substantially strengthen their medium-term competitive position.

Kuritzkes et al. (2003) provide evidence that internationally active financial conglomerates are putting in place centralised risk and capital-management units. The dominant approach is to adopt a so-called ‘hub and spoke’ organisational model. The spokes are responsible for risk management within business lines, while the hub provides centralised oversight of risk and capital at the group level. Activities at the spoke include the credit function within a bank, or the actuarial function within an insurance subsidiary or group, each of which serves the front-line managers for most trading decision making.

Schoenmaker et al. (2008) confirm the shift to a more holistic approach in the European insurance industry. Recent developments in the field of accounting (for instance the introduction of International Financial Reporting Standards (IFRS) and the Sarbanes Oxley Act in the US) and in supervision (Solvency II) contribute to the centralisation of risk- and capital-management processes. Moreover, as insurance groups operate in various countries, the need for a coherent policy regarding risk and capital management is increasing. This, in turn, has led to the adoption of chief risk officers in large insurance groups.

**Hub functions**

Applying the hub-and-spoke model to a sample of large European insurance companies, Schoenmaker et al. (2008) identify which functions are executed at the centre (hub) and which functions are performed at the local business units (spokes). The hub accommodates decisions and responsibilities for the group as a whole at a central level in the organisation. Although large insurance groups have a distinct central risk-management framework in place, there are great differences between the responsibilities and actual implementation of these
frameworks. In some groups central risk- and capital-management processes are still in their infancy, while in other groups these processes are much more advanced and commonly accepted in the organisation.

All groups use their risk-management framework to get an overview and to monitor the group-wide risk exposure. The majority of the groups also use their risk framework for specifying their risk profile and setting risk management, control, and business-conduct standards for the group’s worldwide operations (i.e., ‘the rules of the game’). This group-wide risk profile specifies some risk-tolerance levels. Within these boundaries, the local units can act more or less independently. Furthermore, group-wide policies regarding risk management enable a broadly consistent approach to the management of risks at the business-unit level.

The risk-management framework encompasses several bodies with their own specific tasks. On top of the central risk-management framework is the group risk committee at the executive level, with the chief executive officer (CEO) or chief financial officer (CFO) bearing the ultimate responsibility. This committee is often responsible for setting the strategic guidelines and policies for risk management, for monitoring consolidated risk reports at group level, and for allocating economic capital to various entities of the group. Sometimes groups also have risk committees below the executive level. This may be the case in a financial group with both banking and insurance activities. The group risk committee is then responsible for the group as a whole, while banking and insurance risk committees reporting to the group risk committee are responsible for the risk management in banking and insurance, respectively.

Furthermore, many groups also have central or group risk-management teams. These teams are responsible for the development and implementation of the risk-management framework, for supporting the work of the risk committees, for reporting and reviewing risks, and for recommendations concerning risk methodologies. Many times, these central/group risk-management teams are headed by a CRO who oversees all aspects of the group’s risk management and often reports to the CEO or CFO of the group and is present at meetings of the executive board.

**Spoke functions**

In the spokes, decisions are being taken on the level of the business/country unit. Insurance is very much a local business, with significant differences between the operational environment of the host countries in which the insurance group is active. Specific local knowledge is often required with
respect to national rules and regulations (such as fiscal legislation, contracts, social security, consumer protection, or local risks), complicating the steering process at a central level. So a great number of decisions still have to be made by the local business units. In general, the actuary determines the specific risk at the local level. At the group level, these local models are subsequently monitored and assessed. Although the general conditions for determining local risk models are set at the central level, the local units carry the ultimate responsibility for their risk management.

So, despite the emergence of centralised risk management, the risk-management practices of the largest insurance groups are still to a large extent influenced by the risk-management policies of the local business units. Therefore, in general one could say that the ‘rules of the game’ are being determined at central level in the hub and that the local managers in the spokes determine ‘how the game is actually being played’ within the margins of these rules. This general principle is summarised in Figure 9.7 which gives an overview of the roles and responsibilities for each level of the organisation, whereby the spokes are placed within a field of jurisdiction-specific parameters in order to capture the location-specific factors that influence the business decisions.

### 9.3 The European insurance system

#### Insurance markets across Europe

The insurance markets vary significantly across Europe. This is illustrated by differences in the insurance penetration, i.e., insurance premiums as a percentage of GDP, which ranges from 0.1 per cent in Latvia to 9.3 per cent in the United Kingdom (see Table 9.5). There is a large difference between the new Member States of the EU and the EU-15. Whereas the prevalence of life insurance is 5.6 per cent in the EU-15, it amounts to only 1.3 per cent in the NMS. Life insurance is basically a savings product for the future, where the payout is linked to somebody’s life. Life insurance may be considered as a ‘luxury’ good: only at high income levels do households start to save for retirement (Focarelli and Pozzolo, 2008).

Non-life insurance is less diverse across Europe. It looks more like a ‘necessary’ good offering basic protection against accidents, such as car accidents, fire, or illness. Non-life penetration is 3.3 per cent in the EU-15 and 1.8 per cent in the NMS. Also at the country level the differences are
less pronounced than for life insurance. The insurance penetration ranges from 0.8 per cent in Romania to 4.7 per cent in Luxembourg.

Table 9.6 illustrates the major business lines of non-life insurers. Motor insurance is the largest class of non-life business, but health and accident insurance are catching up. The strong increase of health insurance reflects the privatisation of the health-care sector in the Netherlands in 2006. Another
notable development is the doubling of premiums for general liability between 1995 and 2006.

In 2005, 5,000 insurance companies operated in the EU. Their number has declined since the creation of the European single market, due to mergers.

### Table 9.5 Insurance penetration in the EU, 2005

<table>
<thead>
<tr>
<th></th>
<th>Number of insurers</th>
<th>Total premium income (in € billion)</th>
<th>Insurance penetration (in % of GDP)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Total</td>
</tr>
<tr>
<td>Austria</td>
<td>73</td>
<td>15.3</td>
<td>6.2</td>
</tr>
<tr>
<td>Belgium</td>
<td>171</td>
<td>33.8</td>
<td>11.3</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>30</td>
<td>0.5</td>
<td>2.3</td>
</tr>
<tr>
<td>Cyprus</td>
<td>33</td>
<td>0.6</td>
<td>4.4</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>45</td>
<td>3.9</td>
<td>3.9</td>
</tr>
<tr>
<td>Denmark</td>
<td>206</td>
<td>17.0</td>
<td>8.2</td>
</tr>
<tr>
<td>Estonia</td>
<td>12</td>
<td>0.3</td>
<td>2.7</td>
</tr>
<tr>
<td>Finland</td>
<td>67</td>
<td>14.3</td>
<td>9.1</td>
</tr>
<tr>
<td>France</td>
<td>486</td>
<td>175.9</td>
<td>10.3</td>
</tr>
<tr>
<td>Germany</td>
<td>663</td>
<td>158.0</td>
<td>7.1</td>
</tr>
<tr>
<td>Greece</td>
<td>95</td>
<td>3.9</td>
<td>2.2</td>
</tr>
<tr>
<td>Hungary</td>
<td>28</td>
<td>2.8</td>
<td>3.2</td>
</tr>
<tr>
<td>Ireland</td>
<td>226</td>
<td>13.6</td>
<td>8.4</td>
</tr>
<tr>
<td>Italy</td>
<td>239</td>
<td>109.8</td>
<td>7.7</td>
</tr>
<tr>
<td>Latvia</td>
<td>20</td>
<td>0.2</td>
<td>1.5</td>
</tr>
<tr>
<td>Lithuania</td>
<td>27</td>
<td>0.3</td>
<td>1.5</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>95</td>
<td>11.2</td>
<td>38.1</td>
</tr>
<tr>
<td>Malta</td>
<td>25</td>
<td>0.3</td>
<td>6.5</td>
</tr>
<tr>
<td>Netherlands</td>
<td>300</td>
<td>47.3</td>
<td>9.4</td>
</tr>
<tr>
<td>Poland</td>
<td>74</td>
<td>7.7</td>
<td>3.2</td>
</tr>
<tr>
<td>Portugal</td>
<td>69</td>
<td>13.4</td>
<td>9.0</td>
</tr>
<tr>
<td>Romania</td>
<td>37</td>
<td>0.9</td>
<td>1.1</td>
</tr>
<tr>
<td>Slovakia</td>
<td>26</td>
<td>1.3</td>
<td>3.4</td>
</tr>
<tr>
<td>Slovenia</td>
<td>18</td>
<td>1.5</td>
<td>5.4</td>
</tr>
<tr>
<td>Spain</td>
<td>362</td>
<td>48.8</td>
<td>5.4</td>
</tr>
<tr>
<td>Sweden</td>
<td>415</td>
<td>22.5</td>
<td>7.8</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>1,170</td>
<td>236.8</td>
<td>13.2</td>
</tr>
<tr>
<td>EU-15</td>
<td>4,637</td>
<td>921.6</td>
<td>9.0</td>
</tr>
<tr>
<td>NMS</td>
<td>375</td>
<td>20.3</td>
<td>3.1</td>
</tr>
<tr>
<td>EU-27</td>
<td>5,012</td>
<td>941.9</td>
<td>8.6</td>
</tr>
</tbody>
</table>

*Notes: Insurance penetration is measured as premium as a percentage of GDP. EU-15, NMS, and EU-27 is calculated as a weighted average (weighted according to total premium income). Source: CEA (2007)*
and acquisitions at both the national and the European level. Insurance companies aim for sufficient critical mass to be able to compete effectively at the European level.

The insurance market has a large number of small and medium-sized insurers with a very low market share and a small number of insurance groups with a high market share. The small insurers, with premium income below €10 million, are found in the non-life insurance sector in particular. Some 30 per cent of the smaller insurers are mutual companies (CEA, 2007). Large insurance groups have a premium income ranging from around €5 billion up to €100 billion. Table 9.7 shows the largest 25 insurers in Europe, amounting to over half of the premium income of the European insurance market.

Within the group of large insurance groups, Schoenmaker et al. (2008) define insurers as ‘domestic’ if they receive more than 50 per cent of their premiums in the home country. An example is the RBS Group in the UK. If 50 per cent or less of their premiums are collected in the home country and more than 25 per cent in other EU countries, the insurers are considered ‘European’. Some European insurers focus on a specific region within Europe. Fortis, for example, primarily operates in Belgium and the Netherlands. Others, like Allianz, AXA, and Generali, operate Europe-wide. The remaining international insurers are ‘global’ insurers operating on a worldwide scale. This group includes ING and Aegon from the Netherlands, and Prudential from the UK.

Figure 9.8 shows that the number of European insurers fluctuates around eight between 2000–2006, while the number of global insurers remains small at three.

In order to operate successfully in a foreign market, an insurer needs to know the legislation (e.g., on liability), fiscal treatment, and accident statistics

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Motor insurance</td>
<td>78.1</td>
<td>98.2</td>
<td>118.9</td>
<td>119.8</td>
</tr>
<tr>
<td>Health and accident</td>
<td>51.0</td>
<td>65.8</td>
<td>87.7</td>
<td>108.8</td>
</tr>
<tr>
<td>Property insurance</td>
<td>47.3</td>
<td>54.0</td>
<td>74.0</td>
<td>76.8</td>
</tr>
<tr>
<td>General liability</td>
<td>16.8</td>
<td>19.8</td>
<td>31.3</td>
<td>32.3</td>
</tr>
<tr>
<td>Marine, aviation, and transport</td>
<td>12.1</td>
<td>11.1</td>
<td>12.3</td>
<td>11.7</td>
</tr>
<tr>
<td>Legal expenses</td>
<td>3.7</td>
<td>4.1</td>
<td>5.7</td>
<td>6.3</td>
</tr>
<tr>
<td>Other non-life</td>
<td>14.9</td>
<td>15.8</td>
<td>22.7</td>
<td>24.7</td>
</tr>
<tr>
<td>Total non-life</td>
<td>224.1</td>
<td>268.5</td>
<td>352.9</td>
<td>380.7</td>
</tr>
</tbody>
</table>

Source: CEA (2007)
### Table 9.7  Biggest 25 insurance groups in Europe in 2006

<table>
<thead>
<tr>
<th>Insurance groups</th>
<th>(1) Premium income&lt;sup&gt;a&lt;/sup&gt; (in € billion)</th>
<th>(2) Total assets (in € billion)</th>
<th>(3) Premium income in home country (as % of (1))</th>
<th>(4) Premium income in rest of Europe (as % of (1))</th>
<th>(5) Premium income rest of world (as % of (1))</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Global insurers&lt;sup&gt;b&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. ING (Netherlands)</td>
<td>47</td>
<td>333.771</td>
<td>23</td>
<td>15</td>
<td>62</td>
</tr>
<tr>
<td>2. Aegon&lt;sup&gt;c&lt;/sup&gt; (Netherlands)</td>
<td>25</td>
<td>314.813</td>
<td>18</td>
<td>31</td>
<td>51</td>
</tr>
<tr>
<td>3. Prudential (UK)</td>
<td>24</td>
<td>322.442</td>
<td>36</td>
<td>0</td>
<td>64</td>
</tr>
<tr>
<td><strong>European insurers&lt;sup&gt;c&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Allianz (Germany)</td>
<td>91</td>
<td>1,053.226</td>
<td>35</td>
<td>46</td>
<td>20</td>
</tr>
<tr>
<td>2. AXA (France)</td>
<td>72</td>
<td>727.555</td>
<td>26</td>
<td>44</td>
<td>30</td>
</tr>
<tr>
<td>3. Generali (Italy)</td>
<td>63</td>
<td>377.641</td>
<td>38</td>
<td>58</td>
<td>5</td>
</tr>
<tr>
<td>4. Zurich Financial Services (Switzerland)</td>
<td>37</td>
<td>283.869</td>
<td>11</td>
<td>54</td>
<td>35</td>
</tr>
<tr>
<td>5. Old Mutual (UK)</td>
<td>21</td>
<td>191.474</td>
<td>20</td>
<td>28</td>
<td>52</td>
</tr>
<tr>
<td>6. Fortis (Belgium)</td>
<td>14</td>
<td>114.927</td>
<td>43</td>
<td>49</td>
<td>8</td>
</tr>
<tr>
<td>7. Swiss Life (Switzerland)</td>
<td>14</td>
<td>116.342</td>
<td>44</td>
<td>56</td>
<td>0</td>
</tr>
<tr>
<td>8. Royal &amp; Sun Alliance (UK)</td>
<td>9</td>
<td>33.727</td>
<td>46</td>
<td>35</td>
<td>19</td>
</tr>
<tr>
<td><strong>Domestic insurers&lt;sup&gt;d&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1. Aviva (UK)</td>
<td>50</td>
<td>435.923</td>
<td>51</td>
<td>38</td>
<td>11</td>
</tr>
<tr>
<td>2. CNP (France)</td>
<td>32</td>
<td>263.272</td>
<td>83</td>
<td>9</td>
<td>8</td>
</tr>
<tr>
<td>3. Crédit Agricole (France)</td>
<td>26</td>
<td>n.a.</td>
<td>90</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>4. Talanx (Germany)</td>
<td>19</td>
<td>92.926</td>
<td>53</td>
<td>26</td>
<td>21</td>
</tr>
<tr>
<td>5. HBOS (UK)</td>
<td>18</td>
<td>123.092</td>
<td>90</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>6. Ergo (Germany)</td>
<td>16</td>
<td>124.440</td>
<td>84</td>
<td>16</td>
<td>0</td>
</tr>
<tr>
<td>7. BNP Paribas (France)</td>
<td>16</td>
<td>97.164</td>
<td>51</td>
<td>30</td>
<td>19</td>
</tr>
<tr>
<td>8. Eureko (Netherlands)</td>
<td>14</td>
<td>86.448</td>
<td>89</td>
<td>11</td>
<td>0</td>
</tr>
<tr>
<td>9. Groupama (France)</td>
<td>14</td>
<td>84.998</td>
<td>83</td>
<td>16</td>
<td>1</td>
</tr>
<tr>
<td>10. Fondiaria-Sai (Italy)</td>
<td>10</td>
<td>41.223</td>
<td>99</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>11. RBS Group (UK)</td>
<td>9</td>
<td>18.837</td>
<td>79</td>
<td>6</td>
<td>15</td>
</tr>
<tr>
<td>12. Unipol (Italy)</td>
<td>9</td>
<td>41.650</td>
<td>95</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>13. Lloyds TSB (UK)</td>
<td>7</td>
<td>269.921</td>
<td>90</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>14. Legal &amp; General (UK)</td>
<td>6</td>
<td>324.445</td>
<td>86</td>
<td>8</td>
<td>6</td>
</tr>
</tbody>
</table>

**Notes:**

<sup>a</sup> Top 25 insurance groups are selected on the basis of gross written premium in 2006.

<sup>b</sup> Global insurers: less than 50 per cent of premium in the home country and less than 25 per cent in the rest of Europe.

<sup>c</sup> European insurers: less than 50 per cent of premium in the home country and more than 25 per cent in the rest of Europe.

<sup>d</sup> Domestic insurers: more than 50 per cent of premium in the home country.

<sup>e</sup> Since more than half of its activities are consistently collected in the rest of the world, Aegon is marked as a global insurance group.

n.a. means not available.

**Source:** Schoenmaker et al. (2008)
(e.g., the number of car accidents) of that country. As these differ across EU countries, a major effort is required before entry of a foreign market. Cross-border insurance is therefore typically done by large insurance groups. The preferred method of entering a foreign market is through a subsidiary, usually by the acquisition of a local insurer. Figure 9.9 illustrates the cross-border penetration of the top 25 insurers in Europe. The cross-border penetration rose from 30 per cent to 32 per cent between 2000 and 2006. The corresponding figure for the largest 30 banks in Europe was an increase from 20 per cent to 23 per cent (see chapter 7). Large insurance groups are thus more internationally oriented than their counterparts in banking.

**Market structure and performance**

Between 1994 and 2005 the total number of insurers in the EU decreased from 5,201 to 5,012 (see Table 9.8). This consolidation mainly reflects mergers or acquisitions of small and medium-sized domestic insurers. At the same time, some of the large insurers expanded domestically as well as cross-border.
There are different types of insurance companies. The main model is the limited-liability (or joint-stock) insurance company owned by shareholders, whose liability for losses is restricted to the share capital. The model of mutual insurer, owned by the policy holders, still counts for about 20 per cent of the European market (ACME, 2003). The significance of mutuals is large in some markets, such as France and Germany (about 30 per cent), and small in other markets, like the United Kingdom (about 10 per cent). There is a trend towards ‘demutualisation’, meaning that mutuals are converted into limited-liability insurance companies.

Again, there are substantial differences between the EU-15 and the NMS. First, the number of insurers in the EU-15 is substantially higher than in the NMS. This is largely due to the significant number of small insurers in countries like France, Germany, and in particular the United Kingdom.

Second, the trend in the number of insurers is different. On average, the number of insurers in the EU-15 declined by about 5 per cent over the 1994–2005 period, while in the NMS the corresponding figure increased by nearly 15 per cent. The change in the number of insurers influences the degree of concentration in the different national insurance markets. Table 9.8 presents the CR5 ratio, which measures the market share of the top five insurers.
# Table 9.8 Market structure indicators, 1994/95 and 2005

<table>
<thead>
<tr>
<th></th>
<th>Size</th>
<th>CR5 (in %)</th>
<th>Competition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>74</td>
<td>46.0 59.4</td>
<td>53.6 75.2</td>
</tr>
<tr>
<td>Belgium</td>
<td>252</td>
<td>64.4 78.1</td>
<td>52.1 61.6</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>30</td>
<td>n.a. 81.1</td>
<td>n.a. 68.4</td>
</tr>
<tr>
<td>Cyprus</td>
<td>46</td>
<td>88.6 85.5</td>
<td>35.8 49.4</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>27</td>
<td>96.9 73.5</td>
<td>93.1 85.1</td>
</tr>
<tr>
<td>Denmark</td>
<td>250</td>
<td>56.8 60.1</td>
<td>62.8 69.0</td>
</tr>
<tr>
<td>Estonia</td>
<td>15</td>
<td>99.9 100.0</td>
<td>64.5 96.6</td>
</tr>
<tr>
<td>Finland</td>
<td>57</td>
<td>99.4 89.1</td>
<td>87.7 91.5</td>
</tr>
<tr>
<td>France</td>
<td>577</td>
<td>50.0 55.6</td>
<td>40.8 51.7</td>
</tr>
<tr>
<td>Germany</td>
<td>742</td>
<td>30.7 45.3</td>
<td>23.1 38.0</td>
</tr>
<tr>
<td>Greece</td>
<td>149</td>
<td>67.8 67.8</td>
<td>38.7 37.2</td>
</tr>
<tr>
<td>Hungary</td>
<td>13</td>
<td>92.5 85.5</td>
<td>95.5 81.5</td>
</tr>
<tr>
<td>Ireland</td>
<td>122</td>
<td>61.3 71.8</td>
<td>50.1 64.0</td>
</tr>
<tr>
<td>Italy</td>
<td>265</td>
<td>45.0 61.8</td>
<td>34.1 67.9</td>
</tr>
<tr>
<td>Latvia</td>
<td>42</td>
<td>n.a. 100.0</td>
<td>n.a. 71.8</td>
</tr>
<tr>
<td>Lithuania</td>
<td>35</td>
<td>n.a. 90.1</td>
<td>n.a. 79.2</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>76</td>
<td>67.1 n.a.</td>
<td>82.0 n.a.</td>
</tr>
<tr>
<td>Malta</td>
<td>24</td>
<td>n.a. 100.0</td>
<td>n.a. 74.9</td>
</tr>
<tr>
<td>Netherlands</td>
<td>492</td>
<td>68.0 73.0</td>
<td>35.0 52.8</td>
</tr>
<tr>
<td>Poland</td>
<td>34</td>
<td>99.5 73.3</td>
<td>90.0 76.7</td>
</tr>
<tr>
<td>Portugal</td>
<td>87</td>
<td>59.4 83.3</td>
<td>52.7 67.8</td>
</tr>
<tr>
<td>Romania</td>
<td>39</td>
<td>n.a. n.a.</td>
<td>n.a. n.a.</td>
</tr>
<tr>
<td>Slovakia</td>
<td>11</td>
<td>98.2 72.8</td>
<td>97.7 89.7</td>
</tr>
<tr>
<td>Slovenia</td>
<td>10</td>
<td>90.0 82.7</td>
<td>94.8 96.1</td>
</tr>
<tr>
<td>Spain</td>
<td>417</td>
<td>29.4 39.0</td>
<td>20.4 40.2</td>
</tr>
<tr>
<td>Sweden</td>
<td>494</td>
<td>73.8 67.2</td>
<td>77.4 86.6</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>821</td>
<td>29.4 43.1</td>
<td>27.2 51.8</td>
</tr>
<tr>
<td>EU-15&lt;sup&gt;c&lt;/sup&gt;</td>
<td>4,875</td>
<td>43.3 54.4</td>
<td>32.8 51.6</td>
</tr>
<tr>
<td>NMS&lt;sup&gt;c&lt;/sup&gt;</td>
<td>326</td>
<td>96.1 76.4</td>
<td>90.5 81.9</td>
</tr>
<tr>
<td>EU-27&lt;sup&gt;c&lt;/sup&gt;</td>
<td>5,201</td>
<td>43.6 54.7</td>
<td>33.6 52.5</td>
</tr>
</tbody>
</table>

**Notes:**

<sup>a</sup> CR5 is the share of the five largest life (non-life) insurers, measured as a percentage of total life (non-life) premium.

<sup>b</sup> Combined ratio is measured as claims and expenses in % of premium.

<sup>c</sup> EU-15, NMS, and EU-27 are calculated as a weighted average (weighted according to premium).

n.a. means not available.

**Source:** CEA (2007) and CEIOPS (2006)
in the insurance industry. The table illustrates that the insurance markets in the NMS are generally more concentrated than the markets in the EU-15. However, there is convergence. The concentration ratios in the EU-15 are increasing, while concentration in the NMS is decreasing.

Overall, life insurance markets are more concentrated than non-life markets. That can be explained by the nature of the product. Life-insurance companies carry closely related (savings) products dependent on life expectancy. By contrast, non-life insurance is an industry with very different business lines (see Table 9.6). Among non-life insurers, there are many mono-liners that underwrite one type of insurance only. These specialised insurers are by definition smaller than multi-liner insurers that combine different business lines.

Measurement of competition in the insurance industry is still underdeveloped. There are no adequate indices of insurance prices that would allow comparison. An alternative approach is to rely on indirect measures, such as profitability (European Commission, 2007). A common economic measure to assess the profitability of non-life insurers is the combined ratio (see section 9.1). However, the use of the combined ratio has two major drawbacks. First, when claims are more likely to arise in the future, the matching principle of accounting is not satisfied. Clients pay, for example, their premium for their insurance in year 1, while the payout on claims may arise only in year 2 or 3. Second, investment returns are not included in the combined ratio. This is an important source of income, as premiums are invested in financial assets that are held until claims are paid.

The combined ratios are reported in the last column of Table 9.8. The figures indicate that the non-life insurance industry is competitive in Europe with a combined ratio of 94 per cent (EU-27) yielding a margin of 6 per cent. The margin is slightly higher in the NMS with a margin of 9 per cent. At the country level, the picture is more diverse. The majority of EU Member States has a combined ratio between 90 per cent and 100 per cent. Some countries (Cyprus, Denmark, Finland, Lithuania, Luxembourg, Slovenia, and Sweden) have combined ratios above 100 per cent and make a loss. Finally, a group of countries (Austria, the Czech Republic, Estonia, Ireland, Malta, and Slovakia) have combined ratios between 70 per cent and 90 per cent. These ratios suggest a lack of competition, but the results should be interpreted with care and provide only an indication of lack of competition.

Insurance is sold through a variety of distribution channels. Only a minor share of insurance products is sold directly by employees of an insurance company. Insurance companies increasingly sell their products directly via
the Internet channel, but that is not yet reflected in the data. Internet sales are expected to grow fast, particularly for simple non-life insurance products. Historically, insurance intermediaries in the form of brokers and agents play a dominant role. Brokers are fully independent, specialist insurance intermediaries. They are not tied to any specific insurance company. Insurance agents are typically less independent than insurance brokers. Agents can work exclusively for one insurance company, but may also offer competing products from a wide range of insurers. A final distribution channel is a network of banks or post offices, through which insurance products are sold.

Distribution channels vary significantly across European countries. The distribution of life insurance is mainly driven by bancassurance networks (banking combined with assurance), with the exception of the United Kingdom and Ireland where brokers dominate the distribution of life products (see Figure 9.10). Poland, Slovakia, and Slovenia also show a weaker role for banks. In non-life insurance, insurance products are principally distributed via agents in a large number of countries (Spain, France, Italy, Poland, Portugal, Slovakia, and Slovenia). The broker channel dominates in some other countries (the United Kingdom, Ireland, the Netherlands, and Belgium). The predominance of brokers and agents on almost every market finds its origin in the preference of the insured to benefit from proximity at the time of the contract and, above all, in the case of a claim. The insurance companies’ employee channel is used more for non-life than for life products.

9.4 Financial conglomerates

Financial conglomerates combine banking and insurance activities. There are various arguments in favour of financial conglomerates: commercial integration, financial integration, and operational integration. First, commercial integration is related to cross-selling of multiple financial services to clients. The most important form of cross-selling is the provision of insurance services to the bank’s customer base. This is called bancassurance. Cross-selling can also happen the other way round, when an insurer provides banking services to its clients. This is called assurfinance. Sharing of customer databases facilitates cross-selling. Cross-selling generates economies of scope through reduced client information and transaction costs and consequently higher prices and/or transaction volumes for the financial group (Schmid and Walter, 2006).
Second, financial integration is an important driver of financial conglomerates. There is scope for financial diversification as the risk profile of the insurance activities is different from the risk profile of banking activities. These differences in risk profile are analysed in sections 7.2 and 9.2. The question is how stable these diversification benefits are. Diversification is particularly useful in bad times. The normal distribution underestimates the downside risk, since the return series of financial assets have a fat-tailed

Figure 9.10  Distribution channels in Europe
Source: CEA (2007)
distribution. Slijkerman et al. (2005) apply extreme value theory, which gives a much better description of the downside risk than the normal approximation. For a sample of European financial conglomerates, they find evidence for diversification benefits.

Third, operational integration can produce efficiencies in the back office. Operational integration generates economies of scope. Sharing of joint costs, such as IT platforms, across a diversified range of activities leads to higher levels of operating efficiency (Schmid and Walter, 2006). Another example is joint management of assets across the financial conglomerate.

There are also arguments against financial conglomerates. First, cross-subsidisation across business lines may lead to an inefficient allocation of capital and reduced performance. The profit in banking can be used for less-performing insurance activities, and vice versa. Second, opaque accounts may make it difficult to get a clear picture of the risk profile of financial conglomerates. As financial institutions report on a consolidated basis, it is difficult to detangle balance-sheet items as well as profit-and-loss items between banking and insurance business. This also gives scope for transfer of (risky) assets within a conglomerate (Schmid and Walter, 2006).

These arguments can be summarised under the heading of managerial complexity (Plantin and Rochet, 2007). A financial conglomerate is a portfolio of various business lines, which require different expertise and give rise to different risks. It is very demanding to manage such a diversified firm in a coherent way. The empirical literature finds a significant (both in statistical and economic terms) discount for non-financial conglomerates, i.e., the shares of conglomerates seem to be structurally undervalued. Although one would expect mixed financial conglomerates to be formed mainly to create added value generated by the combination of banking and insurance, this added value has thus far not been transferred to the shareholders. The main arguments for this conglomerate discount are managerial complexity and the lack of focus.

Most studies on financial conglomerates focus on the US. The US definition of a financial conglomerate is a financial institution that is active in at least two of the following areas: commercial banking (lending), investment banking (capital market transactions), insurance, and asset management. In practice, most financial conglomerates combine commercial and investment banking. Schmid and Walter (2006) and Laeven and Levine (2007) report a substantial and persistent conglomerate discount for US conglomerates. The market values of financial conglomerates that engage in multiple financial activities
is about 10 per cent lower than those of comparable financial institutions that specialise in the individual activities.

Van Lelyveld and Knot (2008) focus specifically on the valuation of bank-insurance conglomerates. Using a dataset for 45 financial conglomerates, 45 banks, and 45 insurers, they compare the valuation of the three groups. Van Lelyveld and Knot (2008) do not find a structural diversification discount, but they observe considerable variability of the valuation. Large financial conglomerates face a larger discount, which is consistent with the hypothesis that larger conglomerates have more opportunities for inefficient cross-subsidisation.

On balance, the negative arguments present in financial conglomerates outweigh the positive elements. This is in line with recent market developments of large financial conglomerates. The Swiss bank, Credit Suisse, formed a financial conglomerate in 1997 with its acquisition of the insurer, Winterthur. However, in 2006, Credit Suisse sold Winterthur to the French insurer AXA. An example from the US is Citigroup, which grew out of a merger between Citicorp (banking) and Travelers (insurance) in 1998.

---

**Box 9.5 Functional or geographical diversification?**

Financial firms can pursue different diversification strategies. Functional diversification is the combination of different activities, such as banking and insurance. Swiss Re (2007b) indicates that Europe has the highest share of financial conglomerates. In particular, the combination of banking and life insurance accounts for more than half of the life-insurance market in Europe. In North America and Asia, the penetration of financial conglomerates is much lower than in Europe. This partly reflects the previously restrictive regulations on combining banking and insurance. In the US, the Gramm-Leach-Bliley Act of 1999 removed barriers between banks and insurance companies. The Japanese bancassurance market was fully liberalised only by the end of 2007.

Geographical diversification aims to spread the activities over different regions. Schoenmaker and Van Laecke (2006) show that geographical diversification of European banks exceeds that of American and Asian banks.

The two effects can be decomposed. Van Lelyveld and Knot (2008) do not find a structural discount for functional diversification, but they report that large financial conglomerates appear to trade at a discount. Functional diversification is thus predominantly value destroying for larger conglomerates. In contrast, Schmid and Walter (2006) report that geographically diversified financial firms trade at a small premium. Geographical diversification is thus value enhancing.
Citigroup has, however, divested most of its insurance underwriting business over the last few years.

Financial conglomeration is facilitated by the strong demand for long-term savings products. Growth opportunities in life-insurance and pension products lead to increasing orientation of banks towards these areas. Table 9.9 indicates that the market share of financial conglomerates in banking and life insurance amounts to 27 per cent in the EU-15. While banks have acquired a large share of the life-insurance market, where bank-distribution channels are effective, penetration in non-life is less pronounced. The market share of financial conglomerates in non-life insurance is only 19 per cent.

Turning to the country level, it appears that financial conglomerates are prominent players in Belgium, Finland, and the Netherlands, with market shares well over 30 per cent. In the southern countries of Europe, such as Italy, Greece, Portugal, and Spain, conglomerates are almost non-existent.

Table 9.9 Market share of financial conglomerates (%), 2001

<table>
<thead>
<tr>
<th>Country</th>
<th>Share of bank deposits</th>
<th>Share of life premium income</th>
<th>Share of non-life premium income</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Belgium</td>
<td>87</td>
<td>71</td>
<td>46</td>
</tr>
<tr>
<td>Denmark</td>
<td>24</td>
<td>15</td>
<td>37</td>
</tr>
<tr>
<td>Finland</td>
<td>57</td>
<td>61</td>
<td>37</td>
</tr>
<tr>
<td>France</td>
<td>42</td>
<td>20</td>
<td>4</td>
</tr>
<tr>
<td>Germany</td>
<td>14</td>
<td>30</td>
<td>29</td>
</tr>
<tr>
<td>Greece</td>
<td>0</td>
<td>11</td>
<td>0</td>
</tr>
<tr>
<td>Ireland</td>
<td>29</td>
<td>46</td>
<td>0</td>
</tr>
<tr>
<td>Italy</td>
<td>17</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>17</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>Netherlands</td>
<td>31</td>
<td>37</td>
<td>22</td>
</tr>
<tr>
<td>Portugal</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Spain</td>
<td>0</td>
<td>0</td>
<td>11</td>
</tr>
<tr>
<td>Sweden</td>
<td>18</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>14</td>
<td>19</td>
<td>24</td>
</tr>
<tr>
<td>EU-15</td>
<td>27</td>
<td>27</td>
<td>19</td>
</tr>
</tbody>
</table>

Notes: Financial conglomerates are defined as financial services groups that have at least 10 per cent of their financial activities in each of the sectors of banking and insurance.
Source: European Commission
9.5 Conclusions

Insurance seeks to protect individuals and firms from adverse events through the pooling of risks. The business lines are very diverse. Non-life insurance includes car, property, and liability insurance, while life insurance provides cover for premature death or retirement. Insurance companies collect premiums today and make payments when adverse events happen in the future. Insurance is thus a risky business. Indeed, risk is the essence of an insurance company. This chapter has shown that the pattern of small claims, such as fire or car accidents, is fairly predictable. But larger accidents or catastrophes (like hurricanes) involve high claims with low probability. The risk of catastrophes is too big for one insurance company and is therefore divided among different insurance and re-insurance companies. Insurance companies tend to centralise risk management using internal risk-management models. Insurers and banks are converging with regard to risk-management systems and practices.

The insurance markets vary considerably across Europe. Life insurance is quite prominent in the EU-15 and can be considered a ‘luxury’ good. Non-life is more evenly spread across the EU and is regarded as a ‘necessary’ good. The figures indicate that the level of cross-border insurance has gradually increased. Insurance is sold through a variety of distribution channels. Only a minor share of insurance products is sold directly through the Internet or by employees of an insurance company. Insurance intermediaries such as brokers and agents play a dominant role, which however is expected to decrease for simple non-life insurances. A final distribution channel for insurance products is a network of banks or post offices.

Financial conglomerates combining banking and insurance have emerged in Europe. They cover about 25 per cent of the banking and insurance markets. An important driver of financial conglomerates is the cross-selling of insurance products to banking customers. Another driver is financial-diversification benefits as the risk profile of banking and insurance activities is quite different. However, this chapter also indicates that it may be difficult for managers to run a diversified firm with different business lines.

NOTES

1. Re-insurance is also used for other reasons. First, it can be used to increase an insurer’s underwriting capacity. It enables the insurer to pass on part of the risk. Second, it can
be used to stabilise profits. It enables the insurer to level out the effects of poor loss performance.

2. To assess the overall risk profile of the insurance company, correlations across risk types should be taken into account, but incorporating diversification effects between risk types is still in the embryonic stage of development (Van Lelyveld, 2006).

3. In addition to interest-rate risk, bonds are subject to credit risk. The credit risk of government bonds issued by developed countries is typically very low, while the credit risk of corporate bonds is usually higher.

4. Luxembourg, with a penetration ratio of 33.4 per cent, is an outlier as it attracts life-insurance investments from other countries for tax reasons.
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Part IV

Policies for the Financial Sector
Financial Regulation and Supervision

OVERVIEW

This chapter reviews the reasons for regulation and supervision of financial services. Regulation refers to the process of rule making and the legislation underlying the supervisory framework, while supervision refers to monitoring the behaviour of individual firms and enforcing legislation. The case for government intervention is based on market failures. A first market failure is rooted in asymmetric information: financial institutions are generally better informed than their customers. A second market failure is externalities: the failure of a financial institution may affect the stability of the financial system as a whole. A third market failure occurs when certain players in the market exert undue market power.

The chapter discusses financial supervision in more detail, distinguishing between prudential supervision and conduct-of-business supervision. Prudential supervision aims to protect consumers by ensuring the safety and soundness of financial institutions. As financial institutions are becoming more complex, supervisors are moving away from direct control to methods that provide incentives for financial institutions to behave prudently. Conduct-of-business supervision focuses on how financial institutions deal with their customers and how financial institutions behave in markets. For instance, information provisions aim to ensure that consumers get the right information about financial products. In addition, there are guidelines for objective and high-quality advice to protect the interests of customers. Conduct-of-business rules also promote fair and orderly markets.

This chapter also discusses the organisational structure of financial supervision, which is changing as most EU countries are moving from the traditional sector model (with separate banking, securities, and insurance supervisors) towards cross-sector models.

Finally, this chapter reviews the challenges for financial supervision in the EU. The newly emerging European financial landscape confronts the home and host authorities with complex coordination issues. It is therefore questionable whether national-based
supervision is an adequate arrangement in an integrating market. The main proposals to establish a European supervisory structure are analysed.

**LEARNING OBJECTIVES**

After you have studied this chapter, you should be able to:

- explain the main market failures in the financial system and the role of government intervention to remedy these failures
- understand the aims and instruments of prudential supervision
- understand the aims and instruments of conduct-of-business supervision
- describe the various supervisory structures
- assess the need for European financial supervision in an integrated financial market.

**10.1 Rationale for government intervention**

**Market failure**

This section reviews the reasons for regulation and supervision of financial services. Regulation refers to the process of rule making and the legislation underlying the supervisory framework, while supervision refers to monitoring the behaviour of individual firms and enforcing legislation. The case for government intervention is based on market failures. A market failure occurs when the private sector left to itself (i.e., without government intervention) would produce a sub-optimal outcome. Goodhart et al. (1998) identify three main reasons for government intervention in the financial sector:

1. **Asymmetric information**: customers are less informed than financial institutions. Financial supervision aims to protect customers against this information asymmetry. This chapter analyses how this can be done.
2. **Externalities**: the failure of a financial institution may affect the stability of the financial system. Systemic supervision aims to foster financial stability and to contain the effects of systemic failure. Chapter 11 discusses policies aimed at maintaining financial stability.
3. **Market power**: financial institutions or financial infrastructures, such as payment systems, may exert undue market power. Competition policy
aims to protect consumers against monopolistic exploitation. Chapter 12 examines this topic.

Asymmetric information arises in two cases. First, customers are generally unable to properly assess the safety and soundness of a financial institution as that requires extensive effort and technical knowledge. Establishing some sort of oversight may be needed, as financial institutions have an incentive to take too much risk. This is because high-risk investments generally bring in more revenues that accrue to the institution, while in case of failure a substantial part of the losses will be borne by the depositors. The information asymmetry creates problems of adverse selection (a riskier financial institution may make a more attractive offer to potential customers) as well as moral hazard (a financial institution may increase its risk after it has collected funds from customers). Prudential supervision aims to protect customers by ensuring the soundness of financial institutions. Moreover, governments provide direct protection to depositors through deposit insurance with a minimum cover of €20,000 (see chapter 2). However, a government safety net may provide banks with an even stronger incentive for risky behaviour. Prudential supervision is thus also needed to counter this incentive by ensuring the banks’ soundness (Mishkin, 2000). Section 10.2 discusses prudential supervision in more detail.

Second, customers may not be in a position to assess properly the behaviour of a financial institution. This problem is common in professional services (Goodhart et al., 1998). In most cases, private-sector mechanisms are used to mitigate this principal-agent problem. A disciplinary body of a privately run medical association can, for example, expel a member when it finds that this member has (repeatedly) failed to meet the minimum standards of the medical profession. Why, then, is government supervision of financial services needed? An important explanation draws on the fiduciary nature of financial services. A customer hands over his money today, while the service is rendered in the (sometimes far) future. For example, only after retirement does it become clear whether the advised pension savings scheme is appropriate to meet the financial needs of the retirees. Moreover, the amount of money at risk is typically larger in financial services than in other professional services. Conduct-of-business supervision focuses on how financial institutions conduct business with their customers and how they behave in markets. The focus is on the functions, regardless of the financial institution performing this function. Section 10.3 discusses conduct-of-business rules to mitigate the behaviour of financial institutions.

The second market failure that may give rise to government regulation is externalities. There is a risk that a sound financial institution may fail when
another financial institution goes bankrupt (contagion). This externality is not incorporated in the decision making of the financial institution. The social costs of the failure of a financial institution thus exceed the private costs. In particular, banks are subject to contagion as their balance sheet contains illiquid assets financed by redeemable deposits. When rumours about the quality of a bank’s assets spread, depositors may withdraw their deposits. The liquidity and subsequently the solvency of a bank will be threatened when it has to liquidate its assets at fire-sale prices (i.e., prices well below prices under normal market conditions). The failure of multiple banks may lead to a banking crisis. Systemic supervision aims to foster financial stability and to contain the effects of systemic failure. The task of maintaining financial stability is usually assigned to a country’s central bank. Chapter 11 explains in more detail why the financial system (and especially the banking sector) is more susceptible to systemic risk than other economic sectors and discusses the role of the central bank to contain systemic risk.

The third market failure is related to market power. In a monopoly (only one firm) or an oligopoly (a few firms which may collude), firms can raise and maintain the price above the level that would prevail under (perfect) competition. The exercise of market power by firms is to the detriment of consumers who face higher prices and less choice of products or services. Lack of competition occurs in many economic sectors. In the financial sector, economies of scale (incentive for mergers) and network economies (e.g., in payment systems (see chapter 5) or stock exchanges (see chapter 3)) may reduce competition. Competition policy aims to ensure effective competition by taking a strong line against price fixing, market-sharing cartels, abuse of dominant market positions, and anti-competitive mergers. Chapter 12 explains the EU competition policy for the financial sector.

**Government failure**

*Government failure* is the public-sector analogy to market failure and occurs when government intervention causes a less efficient allocation of goods and resources than would occur without that intervention. There is thus a need to weigh problems of government failure against those due to market failure (Besley, 2007). There are various consequences of government intervention. First, government-induced protection may have a detrimental impact on incentives for consumers. Why should consumers be careful if they are protected against possible negative outcomes of their actions? Second, government regulation may lead to bureaucracy (‘red tape’) restricting the
activities of financial institutions. Moreover, as supervisory agencies need information they generally have a more or less elaborate system of supervisory reporting in place which puts an administrative burden on the sector.

Some academics consider government failure to be a bigger problem than market failure. For instance, adherents of free banking challenge the justification for any form of government regulation of the financial system, arguing that there is nothing special about financial services that should make this sector an exception to the general rule of free trade (see, for instance, Dowd, 1996). A policy of laissez-faire for the financial sector is optimal as government intervention undermines the market forces that make the financial system safe. Other academics favour limited government intervention. For instance, Benston and Kaufman (1996) argue for some minimum prudential standards (in particular capital requirements) to counter externalities, but beyond these standards there is no special need for protection of customers.

In a drive for better regulation, the European Commission has embarked on a three-way programme to i) simplify existing legislation, ii) reduce the administrative burden of legislation, iii) conduct a cost–benefit analysis before proposing new rules. Similarly, national supervisors often apply principles of good regulation, reflecting their awareness of the possible negative consequences of overly regulating the financial sector. Box 10.1 illustrates how these principles are applied in the United Kingdom.

**Box 10.1 Principles of good regulation**

In pursuing its functions under the Financial Services and Markets Act, the Financial Services Authority (FSA) in the United Kingdom is required to have regard to the following ‘principles of good regulation’:

*Efficiency and economy*: the need to use the FSA’s resources in the most efficient way.

The non-executive committee of the FSA’s board is required to oversee the allocation of resources and to report to the Treasury every year.

*Role of management*: a firm’s senior management is responsible for its activities and for ensuring that its business complies with regulatory requirements. This principle is designed to guard against unnecessary intrusion by the FSA into firms’ business and requires the FSA to hold senior management responsible for risk management and controls within firms.

*Proportionality*: the restrictions the FSA imposes on the industry must be proportionate to the benefits that are expected to result from those restrictions. In making judgements in this area, the FSA takes into account the costs to firms and consumers. One of the main techniques is cost–benefit analysis of proposed regulatory requirements.
10.2 Prudential supervision

The current regulatory system in the EU is based on the principle of home-country control combined with minimum standards and mutual recognition. A financial institution is thus authorised and supervised in its home country and can expand throughout the EU by offering cross-border services in other EU Member States or establishing branches in these countries without additional supervision by host-country authorities (home-country control). The host country has to recognise supervision from the home-country authorities (mutual recognition), as minimum requirements for prudential supervision have been laid down in the respective EU Directives (minimum standards). However, financial institutions also operate through subsidiaries (separate legal entities) in other countries for reasons of taxation and limited liability (Dermine, 2006). These subsidiaries are separately licensed and supervised by the host-country authorities.

According to Lastra (2006), prudential supervision can be understood as a process with four stages:

1. Licensing, authorisation, or chartering of financial institutions (i.e., the entry into the business). The objective of this stage is to establish whether a person is fit and proper, i.e., before a person may obtain a licence, supervisors determine a person’s integrity, honesty, reputation, and capability.
to manage a financial services provider. In this respect, the Basel core principles for effective banking supervision state that ‘the licensing process at a minimum should consist of an assessment of the ownership structure and governance of the bank and its wider group, including the fitness and propriety of Board Members and senior management, its strategic and operating plan, internal controls and risk management, and its projected financial condition, including its capital base’ (BIS, 2006).

2. The on-going monitoring of the health of financial institutions and the financial system, in particular the asset quality, capital adequacy, liquidity, management, internal controls, and earnings. Supervision is exercised through a broad range of instruments, including off-site and on-site examinations (or inspections), auditing (internal unpublished audit and external published audits), analysis of statistical requirements, and internal controls. In case of distress in financial institutions, the supervisory authorities have to act. Box 10.2 discusses two different reactions to distress.

3. Sanctioning or imposition of penalties in case of non-compliance with the law, fraud, bad management, or other types of wrongdoing.

4. Crisis management, which comprises lender of last resort, deposit insurance, and insolvency proceedings (see chapter 11 for an in-depth discussion of crisis management).

According to the BIS (1997), banks face the following key risks (see chapter 7 for an in-depth discussion):

- **credit risk**: the risk of a loss because of the failure of a counter-party to perform according to a contractual arrangement, for instance due to a default by a borrower;
- **country risk**: the risks associated with the economic, social, and political environments of the borrower’s home country;
- **market risk**: the risk due to unfavourable movements in market prices;
- **interest rate risk**: the risk related to unfavourable movements in interest rates. This risk impacts both the earnings of a bank and the economic value of its assets, liabilities, and off-balance sheet instruments;
- **liquidity risk**: this risk arises when a bank has insufficient liquid resources to meet a surge in liquidity demand. In extreme cases, insufficient liquidity can lead to the insolvency of a bank;
- **operational risk**: the risk of loss from inadequate or failed internal processes, people or systems, or from external events;
- **legal risk**: risks stemming from inadequate or incorrect legal advice, changes in laws affecting the bank, new types of transactions, etc.;
reputational risk: this may arise from operational failures, failure to comply with relevant laws and regulations, or other sources. Reputational risk is particularly damaging as confidence is elementary in banking.

In order to cover the risks mentioned above, banks are required to hold a minimum level of own financial resources, i.e., capital. These capital requirements serve as a buffer against unexpected losses, thereby protecting depositors and the overall stability of the financial system. The challenge is to determine how much capital banks need to hold in order to ensure that they

---

**Box 10.2 Forbearance versus prompt corrective action**

Once a supervisory authority finds out that a financial institution is in distress there are two possible ways to react. The supervisor can intervene and resolve the distressed institution by requiring capital injections, the sale of assets, a merger with a sound institution, or liquidation once the regulatory capital ratio falls below a predetermined threshold. Alternatively, the supervisor can choose to allow the distressed financial institution to continue operation even though it is unable to meet the minimum regulatory requirements. The first response is generally called prompt corrective action (PCA), while the second type or response is referred to as forbearance. While PCA has been prescribed in the US in the 1991 Federal Deposit Insurance Corporation Improvement Act (FDICIA), in the EU Member States supervisory authorities may choose forbearance. Forbearance may dilute banks' incentives to behave prudently and induce undue liquidity support.

In view of the emergence of large cross-border banking groups, the European Shadow Financial Regulatory Committee (2005) advocates the implementation of a system of PCA as part of the supervisory process in each Member State. These procedures would reduce the likelihood of a sudden banking crisis and contribute to host-country supervisors’ trust in home-country supervisors. While similar procedures are recommended, the thresholds and measures foreseen do not have to be identical in each Member State and for all banks.

Nieto and Wall (2007) identify three important aspects of the philosophy underlying PCA: (i) the primary focus of banking supervisory authorities should be on protecting the deposit-insurance fund and minimising government losses; (ii) banking supervisors should have a clear set of required actions to be taken as a bank becomes progressively more undercapitalised; and (iii) any undercapitalised bank should be closed before the economic value of its capital becomes negative. Moreover, the authors identify various institutional prerequisites for PCA: supervisory independence and accountability, adequate authority, accurate and timely information, and adequate resolution procedures. Nieto and Wall conclude that substantial changes are needed in the Member States’ institutional frameworks before PCA could be adopted in the EU.
are sufficiently capitalised. If capital levels are too low, banks may be unable to absorb potential losses but high capital levels are costly for banks.

Although it is up to banks to decide how much capital to hold, minimum requirements have been laid down by the regulatory authorities. The EU rules for supervising the capital levels are based on the Basel II framework established by the Basel Committee of Banking Supervisors. The objectives of Basel II include creating a better link between minimum regulatory capital and risk, enhancing market discipline, and supporting a level playing field in an increasingly integrated global financial system. The Basel II framework has a three-pillar structure, namely minimum capital requirements (Pillar 1), the process of supervisory review (Pillar 2), and market discipline (Pillar 3). While capital requirements used to be specified in detail by the regulatory authorities in the previous Basel Accord of 1988 (generally referred to as Basel I), the new Basel II framework allows banks to use their internal risk management models for the calculation of the required amount of capital. Basel II acknowledges that it is difficult for regulatory and supervisory authorities to identify and monitor all risks to which banks are exposed. It therefore intends to provide banks with an incentive to develop and maintain state-of-the-art models for their risk and capital management. Table 10.1 provides a stylised overview of the Basel II framework.

The first pillar covers the minimum capital requirements for credit risk, operational risk, and market risk. There are three methods for calculating the

Table 10.1 Structure of Basel II

<table>
<thead>
<tr>
<th>Pillar 1</th>
<th>Pillar 2</th>
<th>Pillar 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum capital requirements</td>
<td>Supervisory review</td>
<td>Market discipline</td>
</tr>
<tr>
<td><strong>Credit risk</strong></td>
<td><strong>Economic capital</strong></td>
<td><strong>Transparency</strong></td>
</tr>
<tr>
<td>• Standardised approach;</td>
<td>• Assessment of risk system by the supervisory authority</td>
<td>• Disclosure requirements as to amount and composition of capital relative to risk profile</td>
</tr>
<tr>
<td>• Internal rating-based approach (foundation), and</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Internal rating-based approach (advanced)</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Operational risk</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Basic indicator approach;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Standardised approach, and</td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Advance measurement approach.</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Market risk</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>• Value-at-Risk approach</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: De Nederlandsche Bank (2003)
solvency requirements for credit risks depending on the sophistication of the internal risk-management systems of the respective bank:

- The standardised approach is the least complex method, which makes use of fixed risk weights, i.e., different categories of assets are assigned fixed risk weights. This approach is somewhat similar to the minimum capital requirements set out in Basel I. However, external credit ratings may be used so that capital requirements should more closely match the actual risk profile.

- Under the internal rating-based approach, banks may use their own internal rating methods to calculate credit risk. In the foundation version, a bank independently calculates the probability of default, while other factors are prescribed by the supervisor. In the advanced version, all factors which are used to determine credit risk are calculated by the bank itself.

One of the new features introduced by the Basel II framework is capital requirements for operational risk. Here, too, different approaches are allowed for calculating the risk. The basic indicator approach makes use of a single indicator for quantifying operational risk for the overall operations of the bank. The standardised approach, meanwhile, makes a distinction between the different business lines of the bank. Finally, the advance-measurement approach enables a bank to use internal and external data on operational losses to calculate the required level of capital. The preferred approach to measure market risk is the Value-at-Risk (VaR) method (see chapter 7).

Pillar 2 of the Basel II framework is the supervisory review. Pillar 2 requires each bank to develop its own internal process for assessing capital adequacy. To check the accuracy of the capital assessment, banks have to perform regular back-tests of realised outcomes against model estimates and stress tests of certain scenarios (e.g., a 10 per cent downturn of the stock market and/or a 2 per cent increase in interest rates). The supervisory review entails supervisory authorities examining the activities and risk profile of the bank in order to see whether there is a need for banks to hold additional capital (on top of the level of capital calculated under Pillar 1). Moreover, the supervisory review enables the supervisor to take account of risks which are not covered in Pillar 1, e.g., concentration risk, interest rate risk, legal risk, and liquidity risk. With respect to the latter, the Basel Committee will come forward with new initiatives to strengthen liquidity-risk management in banking groups (see Box 10.3).

The objective of Pillar 3 is to enhance market discipline by increasing the transparency of the amount and composition of a bank’s capital relative to that bank’s risk profile. According to the BIS (2001), Pillar 3 recognises that market discipline has the potential to reinforce minimum capital requirements (Pillar 1) and the supervisory review process (Pillar 2), thereby promoting the
safety and soundness of banks. It is argued that market discipline imposes strong incentives on banks to conduct their business in a safe, sound, and efficient manner, including an incentive to maintain a strong capital base.

In the EU, the Basel II framework was implemented as of 2008 by means of the Capital Requirements Directive (CRD, 2006/48/EC and 2006/49/EC). However, while the Basel II framework has been developed for large internationally active banks, the CRD is being applied to all banks as well as

### Box 10.3 Liquidity-risk management

*Liquidity* is the ability to fund increases in assets and meet obligations as they come due (at reasonable cost). Liquidity risk management seeks to ensure a bank’s ability to continue to do so. In 2000, the BIS laid down the following principles for the assessment of liquidity management in banks:

- a bank should have a strategy for day-to-day management of liquidity;
- a bank must have adequate systems for measuring, monitoring, controlling, and reporting liquidity risk;
- a bank should perform stress tests for liquidity using a variety of “what if” scenarios;
- a bank must periodically review the diversification of liabilities (i.e., different sources of funding) and its capacity to sell assets;
- a bank should have contingency plans to handle a liquidity crisis, including procedures for making up cash-flow shortfalls in emergency situations;
- supervisors should conduct an independent evaluation of a bank’s management of liquidity.

The sub-prime mortgage market crisis that started in mid-2007 has highlighted the importance of market liquidity to the banking sector. The contraction of liquidity in certain structured product markets (e.g., the market for collateralised debt obligations) and the inter-bank markets put a severe strain on the banks’ ability to attract liquidity. Central banks intervened to provide large amounts of liquidity to the banking system. At the height of the crisis, the ECB injected €95 billion into the overnight money market.

The BIS (2008) has drawn several lessons from this episode. First, banks should conduct stress tests not only for bank-specific shocks but also for system-wide shocks such as disruptions in the inter-bank market. Second, banks should strengthen their contingency funding plans and review the underlying assumptions. In particular, the assumptions about asset-market liquidity should be modified. Third, banks should incorporate the liquidity risk of off-balance-sheet activities and contingent commitments in their stress tests. The Basel Committee was planning to update and strengthen its principles for liquidity-risk management later in 2008.
investment firms. Among other things, the CRD enhances the role of the ‘consolidating supervisor’, i.e., the supervisor in the Member State where the group’s parent institution is authorised. This supervisor is responsible for group-level supervision of capital adequacy, concentration risk, and systems and controls. Moreover, the consolidating supervisor has specific responsibilities and powers in coordinating supervision of a cross-border banking group. In 2008, the European Commission (2008) came forward with proposals for further refinement of the CRD.

The European Commission has also proposed a somewhat similar system for the regulatory capital of insurance companies, the draft Solvency Directive (SEC/2007/840 and SEC/2007/841). This draft directive, nicknamed Solvency II, introduces more sophisticated solvency requirements for insurers, in order to guarantee that they have sufficient capital to withstand adverse events, such as floods, storms, or big car accidents. This will help to increase their financial soundness. Currently, EU solvency requirements cover insurance risks only, whereas in the future insurers would be required to hold capital also against market risk, credit risk, and operational risk. The Solvency II Directive draws on the experiences from banking and follows the three-pillar approach of the Capital Requirements Directive.

Critics of the Basel II framework argue that the Basel II framework has failed to address many of the shortcomings in the regulatory system and even creates potential new sources of risk. First, critics question whether the heavy reliance on credit rating agencies is sensible, as these are unregulated entities and it is difficult to assess the quality of their assessments. Conflict of interest may arise as there is a close (financial) relationship between credit rating agencies and the entities under examination (see chapter 3).

Second, the pro-cyclical effects of Basel II have been criticised. Financial regulation is inherently pro-cyclical, because capital requirements imply that financial institutions have to hold more capital when credit risk increases, which is generally the case in an economic downturn. If financial institutions have to increase capital, they can lend less to firms and households, thereby stimulating the downswing. The reverse reasoning applies in case of economic upswing (see Box 10.4 for a further discussion on pro-cyclicality in bank lending). Danielsson et al. (2001) argue that the Basel II framework will exacerbate this tendency significantly. They argue that risk assessments, whether based on credit rating agencies’ assessment or internal ratings, do not assess risk ‘through the cycle’.

However, Taylor and Goodhart (2006) argue that the impact of regulation on pro-cyclicality depends on the time horizon over which banks assess risk.
Point-in-time estimates of the probability of default are likely to be more procyclical, as banks hold less capital or lend too much in economic booms and hold on to too much capital or do not lend enough in economic downturns. Through-the-cycle estimates of default risk (i.e., the average default risk over the cycle) may slow credit growth by building up capital in booms, which will be available to cushion losses and limit the contraction of credit in downturns.
According to Taylor and Goodhart (2006), supervisors should consider using the discretion provided by Pillar II to encourage banks to take a longer perspective in order to lessen the possible pro-cyclical effects of Basel II.

Finally, Slijkerman et al. (2005) point out that the Basel II framework does not take into account any diversification benefits, i.e., a reduction of risk as a result of the allocation of funds in multiple investments. They recommend exploring the properties for risk diversification by financial conglomerates in future work on capital requirements.

### 10.3 Conduct-of-business supervision

Conduct-of-business supervision focuses on how financial institutions conduct business with their customers and how they behave in markets, by prescribing rules about appropriate behaviour and monitoring behaviour that can be harmful to customers and to the functioning of markets. It is a relatively new activity, which became prominent after the liberalisation of financial markets. In the Big Bang in 1986, fixed commissions for trading at the London Stock Exchange were abolished. The Big Bang was the start of a process of liberalising financial markets across Europe. Liberalisation promotes entry of new players and may thereby lead to a wider choice of products and services (at lower prices). Conduct-of-business rules ensure a fair treatment of, in particular, retail customers in these liberalised markets.

The focus of conduct-of-business regulation is on the activities of financial institutions. The dividing lines between the sub-sectors of banking, insurance, and securities are blurring; the same type of product is increasingly offered by different financial institutions. Merton (1995) proposes a functional approach towards regulation to prevent regulatory arbitrage between different types of financial institutions. So, in his view the same conduct-of-business rules should apply to whoever (a bank, an insurer, or an investment firm) is offering, for example, long-term savings products to retail customers.

#### Protecting retail customers

Conduct-of-business rules protecting retail customers comprise the following elements (Llewellyn, 1999):

- mandatory information provision;
- objective and high-quality advice;
- duty of care.
Mandatory information provisions ensure that customers get the right information at the right time. Selecting an inappropriate product can have adverse consequences for retail customers and an important safeguard against this is proper disclosure and sufficient information (transparency). Good information helps customers to understand the key features of a financial product, including the risks, potential returns, and costs. Mandatory information provisions specify the (minimum) information needed to understand products. These provisions also require financial institutions to present this information in a consistent format to compare products.

Developing customers’ literacy in financial matters is becoming increasingly important, as individuals take many decisions affecting their financial security and capital markets have become more accessible to consumers. The European Commission (2007) reports that international surveys demonstrate a low level of understanding of financial matters on the part of customers. There is a strong correlation between low levels of financial literacy and the ability to make appropriate financial decisions. Customers with poor financial literacy find it hard to understand and make use of the information they receive when purchasing financial services.

Conduct-of-business rules can also give guidelines for the quality and objectivity of advice. Providing advice is distinct from providing information. Whilst information merely describes the (essential) characteristics of a product or service, advice implies a recommendation to a given customer to opt for a specific product. A financial institution must take steps to ensure that a recommendation is suitable for its customer. This can, for example, be done by making a customer’s profile containing information about the customer’s knowledge and experience relevant to the specific type of financial product, financial situation, and investment objectives. When advice is given, it should be objective, based on the profile of the customer, and commensurate with the complexity of the products and the risks involved. The requirement of objectivity aims to minimise potential conflicts of interests when financial institutions are better informed than customers. Customers in some countries rely on independent advice to make appropriate decisions.

More generally, financial institutions have a duty of care towards their customers. A duty of care is an obligation imposed on financial institutions requiring that they adhere to a reasonable standard of care while dealing with customers. It aims to enhance responsible behaviour of financial institutions. A financial institution breaches its duty of care when it sells, for example, a high-risk investment product to a customer who cannot afford to bear the financial risk (e.g., a low-income household with limited savings).
To sum up, on the one hand conduct-of-business rules require proper information provision (transparency) to (potential) customers. This should enable customers to take better decisions. On the other hand conduct-of-business rules set minimum standards for advice and introduce a duty of care for financial institutions. The challenge for policy makers is to find the right balance between empowering customers by providing information and education (fostering financial literacy) and protecting customers by setting minimum standards for financial institutions’ behaviour.

Since conduct-of-business rules are relatively new, they are not (yet) applied to all financial activities at the level of the EU. So far, rules for consumer credit and mortgage credit have been largely left to the national authorities. There is an early Directive on Consumer Credit (87/102/EEC), which contains minimal common rules on consumer protection and permits Member States to add national rules. Proposals for further-going EU rules were being prepared at the time of writing.4

In the insurance markets, intermediaries play a vital role in selling insurance products. They also play a role in protecting the interests of insurance customers, primarily by offering them advice and assistance and by analysing their specific needs. At the same time, insurance intermediaries face incentives to sell products on which they earn a high commission, while these products are not always suitable for the customer. The Insurance Mediation Directive (2002/92/EC) contains rules to ensure a high level of professionalism and competence among insurance intermediaries whilst guaranteeing a high level of protection of customers’ interests.

EU rules are most advanced in the field of securities. The Markets in Financial Instruments Directive (MiFID; 2004/39/EC), which replaced the Investment Services Directive (93/22/EEC), comprises a comprehensive set of operating conditions applicable to both banks and investment firms that regulates the relationship between these firms and their clients. This framework consists of a set of conduct-of-business, best-execution, and client-order-handling rules, as well as inducements and conflicts-of-interest provisions. Specific attention is paid to retail clients for whom a specific regime has been established, which entails reinforced fiduciary duties upon the firm.

Another set of EU rules in the investment-services field are contained in the Undertakings for Collective Investments in Transferable Securities Directive (UCITS; 2001/107/EC and 2001/108/EC). UCITS are a set of EU directives that allow collective-investment schemes to operate freely throughout the EU on the basis of a single authorisation. A collective-investment fund may apply
for UCITS status in order to allow EU-wide marketing. Figure 10.1 illustrates that the vast majority of European investment funds is operating under a UCITS licence.

**Market functioning**

Conduct-of-business regulation promoting fair and orderly markets contain the following elements:

- transparency of trading;
- prohibition of insider trading and market manipulation;
- information requirements for issuers, including prospectus and financial reporting, and for shareholders.

Rules on the *transparency of trading* require disclosure of quotes, i.e., prices at which traders are prepared to sell or buy securities, and of prices at which trades have taken place. Potential investors can only analyse and compare trading conditions for securities when quotes (pre-trade transparency) are published. Post-trade transparency is also important to get timely insight into the movement of prices. The transparency requirements seek to achieve an adequate price-formation process, to ensure best execution and to provide for a level playing field between the different types of trade venue (see also Box 3.3).
Insider trading and market manipulation undermine the proper functioning and integrity of markets. *Insider-trading rules* put a ban on trading with inside information, i.e., material information on the firm that has not yet been made public. The use of this information by insiders, such as management or employees, may influence the price of the firm’s securities. To speed up the release of new information (and thus reduce the potential for insider trading), insider-trading rules require listed firms to disclose inside information as soon as possible. It thus promotes transparency and equal treatment of investors. *Market-manipulation rules* prohibit the spread of rumours to influence (i.e., ‘manipulate’) the price of a security.

Firms that issue securities are required to publish information on a regular basis. First, firms have to publish a prospectus when they are issuing securities. A *prospectus* commonly provides investors with material information about the firm’s business, financial statements, biographies of officers and directors, detailed information about their compensation, any litigation that is taking place, a list of material properties, and any other material information. Next, listed firms have to provide annual financial reports. In addition, half-yearly or quarterly financial reports may be required. The purpose of financial reporting is to ensure comparable, transparent, and reliable information about firms. Finally, shareholders have to disclose acquisitions (and disposals) of shareholdings beyond the 5 per cent threshold. In that way, firms can identify their major shareholders.

The conduct-of-business rules for markets are laid down in a raft of EU directives. The Markets in Financial Instruments Directive (MiFID; 2004/39/EC) contains inter alia rules on transparency of trading. MiFID expands trading from regulated markets (i.e., stock exchanges) to multi-trading facilities (MTFs), i.e., systems that bring together multiple parties (e.g., retail investors or other investment firms) that are interested in buying and selling financial instruments and enable them to do so. MiFID also facilitates in-house matching. Under certain conditions regarding pre-trade transparency and best execution, banks and investment firms are allowed to ‘match’ trades of customers internally. MiFID came into force on 1 November 2007 and is widely expected to have an impact on the structure of equity markets (see section 2.4).

The Market Abuse Directive (2003/6/EC) harmonises the rules for insider trading and for market abuse. It requires closer co-operation and a higher degree of exchange of information between national authorities, thus ensuring the same framework for enforcement throughout the EU and reducing potential inconsistencies, confusion, and loopholes. The Prospectus Directive
(2003/71/EC) requires that prospectuses provide investors with clear and comprehensive information. This directive makes it easier and cheaper for companies to raise capital throughout the EU on the basis of a single prospectus approved by a regulatory authority (‘home supervisor’) in one Member State.

Finally, the Transparency Directive (2004/109/EC) requires that all securities issuers must provide annual financial reports within four months of the end of the financial year. As for the contents of the financial reports, the EU has adopted the International Accounting Standards (IAS) – now referred to as International Financial Reporting Standards (IFRS) – through the IAS Regulation (1606/2002/EC). As explained in chapter 2, the IAS provides a single set of comparable global accounting standards issued by the International Accounting Standards Board (IASB).

10.4 Supervisory structures

The organisational structure of financial supervision is in the process of change in most EU Member States. All countries used to have a sectoral model of financial supervision with separate supervisors for banking, insurance, and securities reflecting the traditional dividing lines between financial sectors. However, as documented in chapter 9, financial conglomerates represent about 25 per cent of the banking market and the insurance market. Furthermore, financial products are converging. Banking as well as life-insurance products, for example, serve the market for long-term savings. Because of the blurring of the dividing lines between financial sectors, cross-sector models of supervision have emerged. There are two main cross-sector models of supervision: a functional (or ‘twin peaks’) model and an integrated model.

In the functional model, there are separate supervisors for each of the supervisory objectives: prudential supervision and conduct of business (see column (2) in Table 10.2). Referring to these two objectives, the functional model is also known as the ‘twin-peaks’ model (Taylor, 1995). In some countries, especially in the euro area where central banks have transferred their responsibility for monetary policy to the ECB, the central bank is responsible for prudential supervision. In other countries (e.g., Australia), a separate agency is responsible for prudential supervision.

In the integrated model, there is a single supervisor for banking, insurance, and securities combined (or, put differently, one supervisor for prudential supervision and conduct of business combined). There are two modes of the
integrated model. Scandinavia and the UK have adopted a fully integrated model without central bank involvement in financial supervision (see column (3a) in Table 10.2). In Germany and Austria, the central bank still has a role in banking supervision. The findings of the central bank are provided to the integrated supervisor, who has final authority (see column (3b) in Table 10.2). Box 10.5 provides an overview of country experiences with the various models.

The functional model combines the objectives of systemic supervision and prudential supervision, leaving conduct-of-business supervision as a separate function. The integrated model combines the objectives of prudential supervision and conduct-of-business supervision, leaving systemic supervision (financial stability) as a separate function that is usually performed by the central bank.

Kremers et al. (2003) have developed a framework to analyse the trade-offs by listing the synergies and conflicts of supervisory interests of both models. Figure 10.2 summarises these potential synergies and conflicts. The first synergy in the left panel of Figure 10.2 results from combining systemic supervision and prudential supervision of financial institutions. The synergy

Table 10.2 Organisational structure of financial supervision

<table>
<thead>
<tr>
<th>Countries</th>
<th>(1) Sectoral</th>
<th>(2) Cross-sector: Functional</th>
<th>(3a) Cross-sector: Integrated without central bank role in banking supervision</th>
<th>(3b) Cross-sector: Integrated with central bank role in banking supervision</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Luxembourg</td>
<td></td>
<td>Malta (2002)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Romania</td>
<td></td>
<td>Poland (2008)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Slovenia</td>
<td></td>
<td>Sweden (1991)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Spain</td>
<td></td>
<td>United Kingdom (1997)</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>Canada (1987)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>United States (1999)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

*Note: In parentheses the year of establishment of the new cross-sector supervisor(s) is shown.*

*Source: Schoenmaker (2005) and ECB (2006)*
Box 10.5 Country experiences

In 2002, the Netherlands adopted the functional model. In the Netherlands, the prudential and financial stability functions are delegated to the central bank, De Nederlandsche Bank (DNB). The Dutch model acknowledges the close linkage between systemic stability and prudential supervision of the larger financial institutions. A separate supervisor, Autoriteit Financiële Markten (AFM), is responsible for the conduct-of-business standards. In a similar way, France has merged its securities-market supervisors, Commission des Opérations de Bourse (COB) and Conseil des Marchés Financiers (CMF), into one agency, the Autorité des Marchés Financiers (AMF), while the prudential supervisors, the Commission Bancaire (CB) based at the Banque de France and the Autorité de Contrôle des Assurances et des Mutuelles (ACAM), are approaching each other. Italy has an objectives-based model of supervision, since the government changed the division of labour between CONSOB, the securities supervisor, and the Banca d’Italia (the Italian central bank) in 1999. In this new setting, CONSOB is responsible for transparency and proper conduct and the Banca d’Italia is responsible for prudential supervision of banks and securities firms as well as financial stability. The Banca d’Italia co-operates with the insurance supervisor, ISVAP.

The supervisory model in the US also has some features of the functional model (Padoa-Schioppa, 2003), although a sectoral orientation has been kept in place. The central bank is responsible for systemic stability and has extensive prudential supervisory responsibilities, while other agencies (notably the Securities and Exchange Commission (SEC)) are entrusted with the task of protecting the investor’s interests. The overall supervisory landscape in the US is fragmented, with, for example, multiple supervisors for banks (the Federal Reserve, the Office of the Comptroller of the Currency, the Federal Deposit Insurance Corporation, as well as state banking supervisors). The US Treasury (2008) has issued a blueprint for a modernised financial regulatory structure, which proposes to consolidate the various supervisory agencies into a prudential financial regulator and a conduct-of-business regulator. Canada also applies the functional model, with a prudential supervisor (OSFI) at the federal level and securities supervisors at the state level.

The integrated model started in Scandinavia in the late 1980s and early 1990s, while in the United Kingdom the Financial Services Authority was established in 1997. The consolidation of financial supervision in the UK was a response to the scattered framework of nine different supervisors with overlapping responsibilities (including the Bank of England and the Building Societies Commission for banking supervision, the Securities and Investments Board (SIB) with its multiple self-regulatory organisations for securities and conduct-of-business supervision, and the Department of Trade and Industry for insurance supervision). The integrated model shares its cross-sector approach towards financial conglomerates with the functional model.
between stability issues on a micro level (at the level of the financial institution) and a macro level (economy-wide) refers to the possibility to act decisively and swiftly in the event of a crisis situation. Crisis management usually requires key decisions to be taken within hours rather than days. Combining both micro- and macro-prudential supervision within a single institution ensures that relevant information is available at short notice and that a speedy decision to act can be taken if necessary.5

The second synergy in Figure 10.2 is ‘one-stop supervision’, i.e., the synergy between prudential supervision and conduct of business. This relates to the fact that it confronts all types of financial institutions with one supervisor only for prudential and conduct-of-business supervision. Furthermore, synergies in the execution of supervision are exploited by combining different supervisory activities within one institution.

---

Figure 10.2 Supervisory synergies and conflicts

Source: Kremers et al. (2003)
The first potential conflict of interest between systemic supervision and prudential supervision relates to the possibility of lender-of-last-resort operations (LOLR) by the central bank. How to balance the pressure to extend the benefits of LOLR operations (avoiding systemic risk, like a financial panic or bank runs) to all financial institutions against its costs (moral hazard)? The answer adopted by many central banks is to limit the possibility of LOLR operations to banks, which are subject to systemic risk (see chapter 7). Then LOLR operations are not available to insurance companies. However, when financial groups integrate, it may become more difficult to separate the banking part of financial institutions that justify the possibility of LOLR operations.

The second potential conflict of interest between prudential supervision and conduct-of-business supervision relates to the different nature of their objectives. The prudential supervisor will be interested in the soundness of financial institutions including profitability, while the conduct-of-business supervisor will focus on the interests of clients. Mixing up both responsibilities of financial stability and conduct of business could lead to incentives for the supervisor to give precedence to one objective over the other. By separating the supervisory functions, the conduct-of-business supervisor is ideally situated to supervise possible conflicts of interest between a financial institution and its clients, since it will focus only on the interests of the clients. Furthermore, the stability objective is consistent with preserving public confidence and may require discretion and confidentiality, which could be counter-productive to the transparency objective.

10.5 Challenges for financial supervision

The problem

A key element in the design of the institutional framework for financial supervision is the appropriate level of (de)centralisation. To date, national supervisory agencies in the EU Member States are in charge of the supervision of financial institutions. As explained in chapter 2, they co-ordinate their activities through European supervisory committees. The aim of these supervisory committees is to promote the convergence of supervisory standards and practices across the EU. While supervisors co-ordinate at the European level, they operate on the basis of a national mandate embedded in national legislation. This raises questions of efficiency and effectiveness.
The European Commission and the European Council have therefore presented a number of suggestions on how to strengthen the functioning of the European supervisory committees. The key objectives are to reinforce the political accountability of these committees, improve their internal decision-making procedures (by introducing qualified majority voting), and revise the national mandates of the supervisory authorities, to ensure that they are required to contribute to the regulatory convergence process at the EU level (FSC, 2008).

Schüler and Heinemann (2005) have calculated the cost of fragmentation of financial supervision in the EU-15. Their results indicate increasing economies of scale in supervision. Comparing a structure with 15 national supervisors with a cost-efficient European supervisory framework, they predict cost savings of some 15 per cent.

Another drawback of national-based supervision is the potential for conflicts of interest among national supervisors. While large cross-border financial institutions increasingly operate on an integrated basis, with key decisions taken at headquarters, supervisors are still examining the national parts of these institutions. The home supervisor as consolidated supervisor is coordinating the national supervisory efforts to minimise the potential for regulatory and supervisory arbitrage. The national supervisors also perform joint risk assessments of the large cross-border financial institutions, resulting in a joint supervision plan. But there are no legally binding mechanisms to deal with potential conflicts of national interest.6

An example of a potential conflict is the distribution of capital (or liquidity) in a financial services group. The host supervisor may request full capitalisation of the host subsidiary, while the home supervisor may request to maintain capital at the group level and to keep the capitalisation of subsidiaries at the minimum level. Supervisors may also have diverging views on how to remedy shortcomings of a financial institution. Supervisors can easily settle on a joint action when they agree. But when there are (lasting) differences, the various supervisors all have the legal power to take enforcement action under their national mandate and this may result in sub-optimal outcomes.

These co-ordination problems pose the question whether supervision should be done at the national level or the European level. The basic argument in favour of moving to a European structure is that it might be difficult to achieve simultaneously an integrated and a stable financial system, while preserving a high degree of national-based supervision and crisis management with only decentralised efforts at harmonisation (Thygesen, 2003).
makers are confronted with three desirable, yet contradictory, objectives: fixed exchange rates, capital mobility, and independent monetary policy. Only two out of the three objectives are mutually consistent, leaving policy makers with the decision about which one they wish to give up: the ‘trilemma’.

A similar trilemma occurs in financial supervision (Schoenmaker, 2005). Figure 10.3 illustrates the three incompatible objectives: (1) a stable financial system; (2) an integrated financial system; and (3) independent national financial supervision. An argument against moving to a European solution for financial supervision at the present time could be that the degree of financial integration does not yet justify such a move. However, as shown in previous chapters, many financial markets (in particular wholesale markets) are almost fully integrated. The infrastructures to support financial markets are also integrating, albeit at a slower pace. There is also evidence for increasing cross-border penetration of banks and insurers. Emerging pan-European financial institutions give rise to cross-border externalities arising from the (potential) failure of these institutions. The increasing presence of financial institutions from other EU countries undermines the capacity of host authorities to manage effectively the stability of their financial system (see chapter 11 for more details).

Policy options

Different proposals to establish a European structure of financial supervision have been put forward, as documented by Fonteyne and Van der Vossen (2007) and Schoenmaker and Oosterloo (2008). The three main policy options are:

1. Appoint a lead supervisor for the supervision of cross-border financial groups. In practice, this will mean that the home-country authority of a pan-European financial group is given full responsibility for the EU-wide operations, both branches and subsidiaries.
2. Establish a single EU supervisor either for all EU banks or merely for the large cross-border banking groups (i.e., a two-tier system).

3. Establish a European System of Financial Supervisors, in which a central agency works in tandem with national supervisors. The role of the central agency is to foster cooperation and consistency among members of the System, but could leave the day-to-day supervision of cross-border financial groups with the consolidating supervisor.

Lead supervisor

According to the European Financial Services Round Table (EFR, 2005, 2007), a clearly defined lead supervisor (usually the home supervisor) for prudential supervision of large cross-border financial institutions would be an important step towards a more coherent and efficient supervisory framework in the EU. The lead supervisor should in particular be the single point of contact for all reporting schemes, validate and authorise internal models, approve capital and liquidity allocation, approve cross-border set-up of specific functions, and decide about on-site inspections. Furthermore, the lead supervisor should be responsible for supervision not only on a consolidated level but also on the level of individual subsidiaries.

The EFR agrees that host countries should be involved in the supervisory process, as local supervisors generally have a better understanding of the local market conditions. The EFR suggests forming colleges of supervisors (one for each specific group) in which all supervisors involved share relevant group-wide and local information regarding the financial group in question. The lead supervisor, who is the home supervisor of the parent company, would chair the college of supervisors that would comprise, at a minimum, all supervisory agencies in whose jurisdictions the financial institution has sizeable operations. The lead supervisor would make intelligent use of the expertise and knowledge of the local supervisors in the college and entrust tasks to them by means of the delegation of tasks and, where appropriate, responsibilities. A mediation mechanism would be available if disagreements were to arise between the lead supervisor and other members of the college.

In comparison with the current situation, the efficiency of supervision is enhanced under this option as duplication is eliminated. Nevertheless, the lead supervisor does poorly with respect to financial stability, as its national mandate does not induce the lead supervisor to incorporate the cross-border externalities of a failure of a financial institution in its decision making.
Some have argued that developments in the EU banking sector call for establishing a single pan-European supervisor (e.g. Schüler, 2002), which should assume full responsibility for the supervision of both branches and subsidiaries of all EU banks. There may indeed be merit in centralising day-to-day supervision and pooling of information, allowing for effective market surveillance of European-wide systemic risks. A major drawback of a central European supervisory authority could, however, be that the distance between the central authority and the supervised institutions may be too large – both physically and in terms of familiarity with local circumstances. Bank supervision may therefore be better executed at the local level, because of the availability of specific expertise of the local market. The EU Treaty nevertheless offers the possibility to centralise prudential tasks within the ECB, i.e., article 105.6 states that ‘the Council may, acting unanimously on a proposal from the Commission and after consulting the ECB and after receiving the assent of the European Parliament, confer upon the ECB specific tasks concerning policies relating to the prudential supervision of credit institutions and other financial institutions with the exception of insurance undertakings.

Another option would be to set up a two-tier system, i.e., a system in which large cross-border banking groups are supervised by a central pan-European supervisory authority, while local banks are supervised by the existing national supervisory authorities. This option may, however, risk creating an un-level playing field in supervision between pan-European banks and banks operating at the national level, while both are competing on the same market. The potential problems with respect to the distance to the activities of the large cross-border banking groups may also be applicable to this option.

Vives (2001) and Schoenmaker and Oosterloo (2008) propose to establish a European System of Financial Supervisors (ESFS) with a European Financial Agency (EFA) at the centre of the system and national supervisors in the different countries. Such a system could be set up along the lines of the European System of Central Banks. A key issue is the appropriate level of (de)centralisation of the central agency. Supervision is primarily a micro policy as day-to-day supervision should be conducted close to supervised institutions. Nevertheless, there may be some merit in centralising policy making and pooling information, allowing effective market surveillance of European-wide systemic risks. The drawback of a central European supervisor could be that the distance between the central agency and the supervised
institutions may be too large – physically and in terms of familiarity with local circumstances.

A decentralised ESFS could combine the advantages of a European framework with the expertise of local supervisory bodies. Figure 10.4 illustrates such a framework with an EFA at the centre working in tandem with the 27 decentralised national auxiliary branches. A crucial element of the proposal is that the ESFS operates under a European mandate. In this proposed system, small and medium-sized banks (as well as insurers) which are primarily nationally oriented are supervised by one of the 27 (teams of) national supervisors. Pan-European banks are supervised by the consolidating or lead supervisor (usually the supervisory team of the home country). This national supervisor will be the single point of contact for all reporting schemes (no reporting to the host authorities), validate and authorise internal models, approve capital and liquidity allocation, approve cross-border set-up of specific functions, and decide about on-site inspections. With respect to the latter, the lead supervisor can ask host authorities to perform on-site inspections on its behalf. The lead supervisor is compelled to inform host authorities about its activities and host authorities should have access to all reporting schemes (i.e., a common database of the ESFS). If a host authority feels the lead supervisor does not take account of its interests and no agreement can be reached, it can present its concerns to the EFA. If necessary, the EFA can overrule the lead supervisor and enforce the European mandate.

Crisis management is also done on a European basis. While the national team in the home country takes the lead during a crisis at an individual institution (gathering information, making an assessment of the situation),
the ESFS is involved to ensure an adequate EU-wide solution. When a crisis hits more (large) financial institutions at the same time, the involvement of the EFA (in close co-operation with the European Central Bank) will be intensified.

Key supervisory decisions (for example, the assessment of potential cross-border mergers and acquisitions or crisis-management decisions) as well as the design of policy are done at the centre by the Governing Council consisting of the executive board of the EFA and the chairmen of the 27 National Teams (in the same way as the ESCB takes decisions on monetary policy). In this way, host-country authorities are fully involved and the interests of their depositors are fully taken into account (i.e., potential cross-border externalities are incorporated). Day-to-day supervision is conducted by one of the 27 national teams close to the financial firms. The EFA will be responsible for information pooling and is therefore best equipped to perform EU-wide peer-group analysis of large European financial groups.

The EFA is responsible for the correct and uniform application of supervisory rules (level playing field) and it can also act as a mediator in case of problems between home- and host-country authorities. In doing so, it may give instructions to the 27 national teams. This mediation role for the EFA could evolve from the mediation mechanisms which are currently set up for the European supervisory committees at level 3 (FSC, 2005). A drawback of a system with a central agency and 27 national teams is that decision-making structures can be complicated.

How to get there?

There are two comparable, but differing, possibilities to create a European system. The first is the revolutionary option. The role of DG Competition in competition-law enforcement started from scratch at the time of the creation of the European Coal and Steel Community (ECSC), because many Member States did not then have a competition authority. It is interesting to see that Member States have now established their own competition authority. This has led to the ex-post creation of the European Competition Network in 2004 to introduce decentralised elements of competition-law enforcement (see chapter 12).

The second is the evolutionary option. As all Member States had a fully functioning central bank at the time, the European System of Central Banks was created on top of the national central banks, even though Member States had to adjust their central bank laws to ensure full independence of their central bank as enshrined in the Maastricht Treaty. The ESCB was created in
different stages. The Committee of EU Central Bank Governors (stage 1) was turned into the European Monetary Institute (EMI) to prepare the ground for a single monetary policy (stage 2). The EMI was subsequently turned into the ESCB, comprising the ECB and the national central banks of the Member States participating in the euro area (stage 3). In a similar vein, a European System of Financial Supervisors could evolve from the current European supervisory committees at level 3. The European Commission has clearly indicated favouring an evolutionary approach to supervision. The proposals to refine EU banking supervision are in line with this idea (see Box 10.6).

A final question is to choose the appropriate organisational structure of supervision at the European level. The current level 3 supervisory committees are set up along sectoral lines. The disappearance of sectoral boundaries would suggest that a cross-sector model (functional or integrated) is more suitable. Given the lack of a dominant model with a convincing track record, policy competition between the different models could facilitate the discovery of a ‘superior’ model (Fender and Von Hagen, 1998). Superior refers in this case to achieving the objectives of supervision: financial stability, prudential supervision, and conduct of business. In addition, market developments are key

### Box 10.6 Evolutionary approach to refine EU banking supervision

In 2008, the European Commission proposed to amend the Capital Requirements Directive (CRD). Among other things, these proposed amendments aimed to:

- improve information rights of host supervisors of systemically relevant branches;
- reinforce supervisory cooperation and clarify supervisors’ tasks and responsibilities;
- require supervisors to have regard to financial stability concerns in all Member States involved;
- clarify the legal framework for transmitting information to ministries of finance and central banks.

While not modifying the allocation of responsibilities between the home and the host supervisors, the suggested amendments aimed to reinforce the efficiency and effectiveness of supervision of cross-border banking groups by requiring (1) the establishment of colleges of supervisors, (2) agreement within colleges on key home/host issues, e.g., capital add-on on subsidiaries and reporting requirements, and (3) referrals to CEBS in case of disagreement within colleges. Colleges would also be required for supervisors overseeing cross-border structures that do not have subsidiaries in other Member States but that do have systemically important branches.

drivers for change in the organisational structure of supervision. Lee (2005) argues that developments in securities markets will inevitably lead to the creation of a European Securities and Exchange Commission, i.e., a pan-European supervisor similar to the US SEC (see Box 10.7).

### 10.6 Conclusions

This chapter has identified three market failures in financial services that justify government intervention. First, consumers may be less informed than financial institutions. Financial supervision (both prudential supervision and conduct-of-business supervision) addresses this problem of asymmetric information.
Second, the malfunctioning of a part of the financial system may have an adverse impact on the financial system as a whole. Systemic supervision aims to foster financial stability and to contain the effects of systemic failure. Third, certain players in the market may exert undue market power. Competition policy seeks to protect consumers against exploitation of market power.

Prudential supervision aims to protect consumers by ensuring the safety and soundness of financial institutions. As financial institutions are becoming more complex, supervisors are moving away from direct control to methods that provide incentives to financial institutions to behave prudently. The new Basel II capital-adequacy framework allows banks to use their internal models to manage the risks and to assess the minimum capital required as a buffer against these risks. Conduct-of-business supervision focuses on how financial institutions deal with their customers. Information provisions ensure that consumers get the right information about financial products. In addition, there are guidelines for objective and high-quality advice to protect the interests of customers. Conduct-of-business rules also promote fair and orderly markets.

The organisational structure of supervision is changing across the EU. Countries are increasingly moving from the traditional sectoral structure (with separate banking, insurance, and securities supervisors) to a functional model (with a prudential and a conduct-of-business supervisor) or an integrated model (with only one supervisor). The functional and integrated models can better cope with market developments, such as the development of complex financial products and the emergence of financial conglomerates.

Finally, the European financial landscape is integrating. So far, the response of national supervisory authorities has been to cooperate their efforts in EU-wide supervisory committees. But further consolidation of national supervisors at the European level may be needed in view of emerging cross-border financial institutions and markets. Three proposals have been discussed. The first is to appoint a lead supervisor for the supervision of cross-border financial groups. In practice, this means that the home country authority of a pan-European financial group is given full responsibility for the EU-wide operations, both branches and subsidiaries. The second option is to establish a central pan-European supervisory authority for all European banks or exclusively for large cross-border groups. The third is to establish a European System of Financial Supervisors, in which a central agency works in tandem with national supervisors. The role of the central agency is to foster cooperation and consistency among members of the system, but could leave the day-to-day supervision of cross-border financial groups with the consolidating supervisor.
1. The €5 billion loss at Société Générale in 2007 due to the alleged fraud of a rogue trader is an exceptional example of the failure of internal controls in a bank.
2. While prudential supervision aims to minimise the risk of failure, it cannot eliminate the risk of a failing bank in a market economy.
3. The integrity and competence of financial institutions is not listed here as a specific conduct-of-business element. Fit and proper rules are general requirements that are applied in both prudential and conduct-of-business regulation. Section 10.2 explains these rules.
5. The Northern Rock crisis in 2007 indicates that crisis management by two institutions may not be very effective. According to Buiter (2007), the coordination between the Bank of England and the FSA has been wanting.
6. The level 3 European supervisory committees are introducing a mediation mechanism (FSC, 2005).

**SUGGESTED READING**


**REFERENCES**

De Nederlandsche Bank (2003), Quarterly Bulletin, September, DNB, Amsterdam.
European Central Bank (2006), Recent Developments in Supervisory Structures in EU and Accessing Countries, ECB, Frankfurt am Main.
European Financial Services Round Table (2007), Monitoring Progress in EU Prudential Supervision, EFR, Brussels.
ESFRC (2005), Reforming Banking Supervision in Europe, Statement No. 23, Frankfurt am Main.
Financial Services Committee (2005), Report on Financial Supervision (Francq Report), FSC, Brussels.
While prudential supervision aims at the proper management of individual financial institutions, maintaining financial stability is primarily concerned with systemic risks, i.e., events that will trigger a loss of economic value or confidence in, and attendant increases in uncertainty about, a substantial portion of the financial system that is serious enough to have significant adverse effects on the real economy. In addition to prevention, maintaining financial stability implies taking the necessary steps to restore financial stability after a crisis has occurred. Prudential and systemic concerns may overlap when large financial intermediaries face bankruptcy.

The policy objective of maintaining financial stability has gained importance in recent decades. The greater emphasis on financial stability is mainly related to the expansion and liberalisation of financial systems. First, financial systems have grown faster than the real economy. Given the size of the financial system and its importance to the real economy, a financial crisis can have substantial fiscal costs and output losses. Second, financial systems have become more complex in recent decades, and as a result it is much more difficult to assess financial risks and vulnerabilities. For example, as a result of financial innovation, banks (and other providers of credit) increasingly transfer the credit risk to other market parties. This has increased the opaqueness of the financial system, as was painfully exposed by the sub-prime mortgage crisis of 2007/2008. Third, as a result of the blurring of distinctions between different types of financial intermediaries (e.g., the emergence of financial conglomerates) as well as increasing cross-border integration, financial systems have become more interlinked. Especially in the EU, the emergence of large cross-border financial groups poses new challenges for policy makers.

This chapter explains why maintaining financial stability is a policy objective and who is in charge of this policy objective in the EU.
LEARNING OBJECTIVES

After you have studied this chapter, you should be able to:

- explain the concepts of financial stability and systemic risk
- explain why financial stability is a policy concern
- explain how financial stability can be maintained
- explain the challenges for policy makers in the EU as a consequence of financial integration.

11.1 Financial stability and systemic risk

There is no unambiguous definition of financial stability. To quote the former president of the ECB, Wim Duisenberg (2001): ‘Monetary stability is defined as stability in the general level of prices, or as an absence of inflation or deflation. Financial stability does not have as easy or universally accepted a definition. Nevertheless, there seems to be a broad consensus that financial stability refers to the smooth functioning of the key elements that make up the financial system.’

There exist various theories on the causes of financial crises (see Table 11.1). Because of the lack of an unambiguous definition of financial stability, many analyses of financial crises follow an approach which is essentially empirical. Kindleberger (2000) presents a historical overview of financial crises and provides an autonomy of a typical financial crisis building on a model by Minsky. In the Kindleberger–Minsky model the events leading up to the crisis start with a ‘displacement’, some exogenous, outside shock to the macroeconomic system. Subsequently there are five stages to the boom and eventual bust:

- credit expansion, characterised by rising assets prices;
- euphoria, characterised by overtrading;
- distress, characterised by unexpected failures;
- discredit, characterised by liquidation; and
- panic, characterised by the desire for cash.

According to the Keynesian approach the determining factor for financial crises is insufficient aggregate demand. This school of thought stresses the importance of cyclical factors to financial (in)stability. Monetarists like Friedman and Schwartz (1963) explicitly link financial crises to banking panics, i.e. situations where the public loses confidence in the ability of
<table>
<thead>
<tr>
<th>Approach</th>
<th>Source of financial crises</th>
<th>Main advantages of the approach</th>
<th>Main drawbacks of the approach</th>
<th>Preferred indicators</th>
</tr>
</thead>
<tbody>
<tr>
<td>Essentially empirical approaches</td>
<td>Sources identified in an ad-hoc manner, often by reference to the depression of the 1930s</td>
<td>Simplicity, episodes close to on-the-ground reality, recreate the historical and the socio-economic environment</td>
<td>Concentrate on crises which actually occurred, failing to consider potential crises</td>
<td>Very wide-ranging sets of indicators</td>
</tr>
<tr>
<td>Keynesian approach</td>
<td>Insufficient global demand</td>
<td>Stress on the cyclical factors which constitute a major determinant of financial crises</td>
<td>Neglects the non-cyclical causes of financial crises</td>
<td>Aggregate demand and its components, or more rapidly available indicators</td>
</tr>
<tr>
<td>Monetarist approach</td>
<td>Financial crises always have a monetary origin (inadequate development of monetary aggregates or inappropriate interest rates)</td>
<td>Emphasis on the importance of monetary stability</td>
<td>Neglects the intrinsic causes of fragility of banks. Financial crises too restrictively defined</td>
<td>Interest rates, monetary aggregates, interbank market liquidity, etc.</td>
</tr>
<tr>
<td>Asymmetric information approach</td>
<td>Problems of adverse selection (poor choice of contractors) and moral hazard (harmful behaviour of co-contractors) The main factors aggravating the moral hazard of adverse selection are the deterioration of repayment capacities, the rise in real interest rates, and volatility of asset prices</td>
<td>Strict definition of financial crises Very structured theoretical foundations, well suited to the banks' intermediation activity</td>
<td>Approach essentially centred on market and credit risk Fails to consider the crisis factors which do not intensify the asymmetric information problem</td>
<td>Solvency and liquidity of companies, households, and banks Nominal and real interest rates Inflation rates Share of bond prices and exchange rates (affecting guarantees)</td>
</tr>
</tbody>
</table>

*Source: National Bank of Belgium (2000)*
banks to convert deposits into currency. They merely focus on the impact of the latter on the money supply and aggregate economic activity. According to monetarists, shocks in the financial system can be defined as a financial crisis only if there is a banking panic and a subsequent sharp decline in the money supply. Kindleberger (2000) argues that Keynesian and monetarist approaches are incomplete as they leave out the instability of expectations, speculation, and credit, as well as the role of leveraged speculation in various assets.

Recent theories on financial instability have a strong focus on information problems. For example, Mishkin (1992) argues that a financial crisis is a disruption to financial markets in which adverse selection and moral-hazard problems become much worse, so that financial markets are unable to efficiently channel funds to those who have the most productive investment opportunities. Uncertainty about the future (e.g. business prospects of firms) increases in a financial crisis, which widens the information asymmetry between contracting parties (e.g. information on the repayment capacity of a counterparty or information on the behaviour of a counterparty) and worsens the incentives of parties. *Adverse selection* occurs when investments that are most likely to produce an undesirable outcome are the most likely to be selected. *Moral hazard* arises when a borrower has the incentive to invest in high-risk projects, in which the borrower does well if the project succeeds but the lender bears a substantial loss if the project fails.

The point of departure for defining financial stability in this book is that the definition should refer to a situation in which the financial system is capable of successfully performing its key functions as outlined in chapter 1. Moreover, in a situation of financial stability the financial system should be robust to financial and real economic disturbances, i.e., the system should be able to absorb existing endogenous and exogenous shocks. Therefore, we define financial stability as ‘a condition in which the financial system [...] is capable of withstanding shocks and the unravelling of financial imbalances, thereby mitigating the likelihood of disruptions in the financial intermediation process which are severe enough to significantly impair the allocation of savings to profitable investment opportunities’ (ECB, 2006a).

Financial stability is closely related to *systemic risk*, which is defined as the risk that an event will trigger a loss of economic value or confidence in, and attendant increases in uncertainty about, a substantial portion of the financial system that is serious enough to quite probably have significant adverse effects on the real economy (Group of Ten, 2001). This definition assumes that:

- economic shocks can become systemic because of the existence of negative externalities associated with severe disruptions in the financial system.
In all but the most highly concentrated financial systems, systemic risk is usually associated with a contagious loss of value or confidence that spreads throughout the financial system and leads to additional failures (domino effects). However, in highly concentrated financial systems the collapse of a single firm or market can be sufficient to create a systemic crisis;

- in the absence of an adequate policy response, a systemic shock induces undesirable effects to the real economy (e.g., substantial reductions in output and employment). A financial shock, no matter how large, that has no effect on the real economy is not a systemic event.

A good example of a systemic shock was the financial crisis in Sweden at the beginning of the 1990s. The deregulation of the Swedish credit and currency markets in the 1980s was followed by a rapid expansion of credit, strong price increases of assets, and eventually a bursting of the bubble (see Figure 11.1). As a result of the subsequent banking and exchange rate crisis, GDP fell for three consecutive years (from 1991 to 1993), by a total of 6 per cent, and unemployment shot up. This financial crisis was not confined to Sweden but hit other Nordic countries (see Box 11.1 for an overview of the Nordic banking crisis).

Shocks may propagate from one financial institution or market to another (contagion). There are two main channels of contagion (De Bandt and Hartmann, 2002). The first is the real or exposure channel, which refers to the ‘domino effects’ resulting from real exposures in the interbank markets and/or in payment systems. The second is the information channel, which relates to the contagious withdrawals when depositors are imperfectly informed about the type of shocks hitting banks and about their physical exposure to each other (bank run).

---

**Figure 11.1** Real asset prices and total loans in proportion to GDP, Sweden, 1970–1999
Source: Bäckström (1999)
Why is the financial system (and especially the banking sector) more susceptible to systemic risk than other economic sectors? There are three characteristics of financial systems that make them prone to systemic risk:

- The activities of banks, i.e., banks take deposits that can be withdrawn at a very short notice, while this money is lent long-term to other individuals and firms (see chapter 7). In normal situations, only a small portion of a bank’s assets need to be held in liquid reserves in order to meet deposit withdrawals. However, in exceptional situations, when there are extremely high withdrawals and long-term loans cannot be liquidated, liquidity problems and even default may occur (even when the bank is solvent in the long run).

- Due to the interconnection of financial institutions and markets – through the interbank money market, the large-value (wholesale) payment and

---

**Box 11.1 The Nordic banking crisis**

In the late 1970s, most developed countries initiated a period of deregulation of financial markets. In Finland, Norway, and Sweden the hasty deregulation process created incentives for financial institutions to take on too much risk (e.g., lending growth got out of hand and speculative assets were financed in a dangerous way), which made the financial system more vulnerable to shocks. An exception was Denmark, where financial stability was maintained because of a much smoother deregulation process and early interventions.

In Norway, the first half of the 1980s was characterised by a strong boom and large increases in the volume of credit. In 1985–1986, a drop in oil prices brought on a severe downturn spurred by tight economic policies. Problems soon spread to the banking system and a banking crisis occurred. During 1987 and 1992, losses in the banking sector amounted to NOK 76 billion. The three largest Norwegian commercial banks lost all their equity and were rescued by the government.

In the first half of the 1990s, Finland had the deepest crisis of the century. Increasing interest rates and the collapse of trade to the imploding Soviet Union turned a boom, fuelled by large increases in the volume of credit, into a recession. A banking crisis erupted and later also a currency crisis as the marka was allowed to float in 1992. Declining GDP and massive unemployment were the result of a debt-deflation spiral.

Sweden suffered from a crisis almost as severe as the Finnish one. The period between 1990 and 1994 was characterised by banking crisis, currency crisis, decreasing GDP, lower inflation rates, higher unemployment, and large budget deficits. Once again the government stepped in to reinstate the stability of the financial system.

*Source: Jonung and Hagberg (2005).*
security-settlement systems – problems can spread from one institution or market to others.

- The information intensity of financial contracts and related credibility problems may lead to sudden price swings. Financial prices are based on expectations of future cash flows. When uncertainty increases or the credibility of financial commitments is being questioned, market expectations can suddenly shift and, due to herding behaviour, lead to large asset-price fluctuations.

Relevance of financial crises

Banking crises are not a new phenomenon, but their frequency has increased during recent decades. According to Caprio and Klingebiel (2003), 117 systemic banking crises have occurred since the late 1970s. Moreover, 51 borderline and smaller (non-systemic) banking crises occurred during the same period. Well-known examples of systemic banking crises include the Nordic banking crisis of the early 1990s (see Box 11.1), the Japanese banking crisis of the 1990s, the Mexican Tequila crisis in 1995, the Asian crisis of 1997–1998, the Argentinian banking crisis of 2001–2002, and the sub-prime crisis of 2007/2008. Figure 11.2 gives an overview of the number of systemic crises in the period 1980–2002.

Since total financial assets often represent a multiple of GDP – especially in industrial countries – the cost of systemic banking crises can be substantial. Crockett (2005) argues that ‘[t]he direct losses to shareholders, creditors, uninsured depositors, insurance funds and employees would be enormous.

![Figure 11.2](image-url)
But they would be only the tip of a very large iceberg. This is because next to these direct losses, banking crises can lead to substantial fiscal costs, as the government can be forced to undertake a major and expensive restructuring of the banking system. Furthermore, banking crises can lead to a credit crunch, i.e., a situation in which it is nearly impossible for firms to borrow, as there are few lenders and/or the borrowing rates are (too) high. This can subsequently depress economic activity and even impair the ability of financial markets to channel savings to the most productive investments.

Table 11.2 shows estimates of the fiscal costs and output losses of 30 banking crises in the period 1994–2003. The average fiscal costs of banking resolution is 18 per cent of GDP, while the average cumulative output losses on average are nearly 17 per cent of GDP. Honohan and Klingebiel (2000) argue that some crises have led to much larger costs: governments in Argentina and Chile have spent as much as 40–55 per cent of GDP in the early 1980s crises. Most of the costs of the Asian banking crises (estimated at 20–55 per cent of GDP for the three worst-affected countries) will fall on the budget of the respective countries. The authorities in Japan spent more than 20 per cent of GDP on the restructuring of the Japanese banking system. As follows from Table 11.2, a combination of a banking and currency crisis has the most detrimental effect, i.e., the average fiscal costs are 25 per cent of GDP and average cumulative output losses are almost 30 per cent.

Financial crises have occurred throughout history (see Kindleberger (2000) for an in-depth discussion of the history of financial crises). The high number of financial crises that have occurred in recent decades have coincided with a period of structural changes in the global financial system. From the 1980s,

<table>
<thead>
<tr>
<th>Number of banking crises (1994–2003)</th>
<th>Average crisis length (years)</th>
<th>Fiscal costs of banking resolution (% of GDP)</th>
<th>Average cumulative output losses (% of GDP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>All countries</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>3.7</td>
<td>18</td>
<td>17</td>
</tr>
<tr>
<td>Emerging market countries</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>23</td>
<td>3.3</td>
<td>20</td>
<td>14</td>
</tr>
<tr>
<td>Developed countries</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>4.6</td>
<td>12</td>
<td>24</td>
</tr>
<tr>
<td>Banking crises alone</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>3.3</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>Banking and currency crises</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>19</td>
<td>4.1</td>
<td>25</td>
<td>30</td>
</tr>
</tbody>
</table>

Source: Carstens et al. (2004)
financial liberalisation led to an accelerated expansion of cross-border financial activity, new interdependencies among market participants, markets, and financial systems, greater international mobility of capital, enhancement in efficiency in international markets, greater complexity of financial instruments and trading strategies, and faster adjustments of financial flows and asset prices (Schinasi, 2006). Although financial liberalisation has brought undisputable gains (such as cheaper sources of finance, new opportunities for risk sharing, and more efficient allocation of capital), it also makes it more challenging to maintain financial stability. Due to the growing complexity of the international financial system it is much more difficult to assess financial risks and vulnerabilities. As complex interdependencies arise, it becomes harder to assess the distribution of financial risks and financial disturbances can swiftly be transmitted from one party to another. The increased opacity of the financial system was painfully exposed by the sub-prime mortgage crisis of 2007/2008 (see Box 11.2). Rising defaults on sub-prime mortgages in the US triggered a global financial crisis as losses were transmitted partly via complex securitisation products to financial institutions around the world.

**Box 11.2 Sub-prime mortgage crisis of 2007/2008**

*Sub-prime mortgages* are housing loans to high-risk borrowers with a weak or a bad credit history who do not qualify for a conventional mortgage. Although these loans are relatively risky, sub-prime mortgages represented about 20 per cent of all newly issued mortgages in the US in 2005/2006. The mortgages were initially sold at bargain rates, but would be reset after some time (i.e., these contracts had a low or zero starting interest rate, which would rise significantly after a year or two). Due to the housing boom in the US – which began around 2001 – these mortgages could be refinanced before the interest rates were reset at market rates (thereby averting the high interest costs). However, when housing prices started to fall in 2006, many sub-prime owners could not refinance their mortgage and a significant number of them were unable to continue payments. This resulted in many defaults among sub-prime borrowers.

But why did financial institutions provide these mortgages? And how did problems in the US housing market lead to a global financial crisis? After the dot-com bubble of the 1990s, central banks – and especially the US Federal Reserve – aggressively cut interest rates to prevent a potential recession. This resulted in a situation in which inflation exceeded nominal interest (i.e., the real interest rate was negative), which caused the economy to expand and markets – especially the housing market – to boom. Because of the historically low interest rate and the benign global macroeconomic conditions, sub-prime loans
became interesting as a relatively high interest rate could be charged while (at that time) the default rate was very low because of the housing boom.

There is one particular aspect of the sub-prime crisis that makes this crisis different from previous financial crises. As discussed in chapter 7, banks traditionally finance their mortgage loans through the deposits received from depositors and keep the mortgage loans (as well as the associated risks) on their balance sheet. In return, banks receive an upfront fee as well as interest income. However, in this case the providers of sub-prime loans (which were often unregulated US mortgage companies) bundled the mortgage loans and sold them to investors as mortgage-backed securities. As these mortgage providers were merely interested in receiving the upfront fee, they tried to sell as many mortgages as possible and there was no incentive to perform a proper credit check as the risks were transferred to third parties.

The process of packaging, pooling, and reselling the loans as securities is referred to as securitisation (see Box 7.1). New structured finance products (such as ‘collateralised-debt obligations’ (CDOs) and ‘asset-backed securities’ (ABS)) were created by combining different types or tranches of debt (each of them having a different maturity and risk). The securitisation process made it much easier to transfer (credit) risks and fund additional borrowing.

Before the CDOs were sold, they were rated by credit-rating agencies. However, the CRAs did not adequately assess the risks related to the sub-prime mortgages (see chapter 3). Moreover, there was poor investor due diligence as investors excessively relied on credit ratings without taking account of any other risks (apart from credit risk). The poor credit assessment by CRAs and over-reliance on credit ratings by investors clearly contributed to the build-up of the crisis.

But how were banking groups in the EU hit? Many EU banks established structured investment vehicles (SIVs), i.e., (unregulated) off-balance sheet entities, which borrow money by issuing short-term debt at low interest rates and lend money by buying long-term securities at a higher interest rate. These SIVs (as well as banking groups themselves) invested heavily in CDOs and as a result the risks related to the sub-prime loans spread around the globe. It should be stressed, however, that not only banks but also hedge funds, pension funds, and insurance companies invested in these financial instruments.

What was the actual trigger of the sub-prime crisis (i.e., why did housing prices decline)? As of 2004, the US Federal Reserve began to raise interest rates gradually from 1 per cent to 5.25 per cent in order to cool down the economy and keep inflation under control. As a result, it became more expensive to buy a house as mortgage rates started to rise substantially. This led to a slowdown in the housing market and eventually a housing-price crash. As the sub-prime mortgages were sold under the (false) assumption that housing prices would continue to increase, many sub-prime mortgages holders defaulted as they were unable to refinance their loans. This created a domino effect, as a result of which problems spread through the financial system.
Although the securitisation of the loans had allowed risks to be spread (evenly) across the financial system, it had also increased the opaqueness of financial markets. Due to the complexity of the financial instruments that were sold, it was unclear who was actually affected by these losses. Buiter (2007) illustrates this by arguing that by the time a hedge fund, owned by a French commercial bank, sells ABSs backed by US sub-prime residential mortgages to a conduit owned by a small German bank specialising in lending to small and medium-sized German firms, neither the buyer nor the seller of the ABS has any idea as to what is really backing the securities that are being traded. The uncertainty as to whom was exposed to these risks disturbed the functioning of many financial markets, including the interbank money market. Problems started to occur in the money market due to the damage done to two hedge funds affiliated with the US investment bank Bear Stremans. Increasingly, banks started to be reluctant to lend to each other (which resulted in a liquidity crisis). Increased risk aversion and de-leveraging amplified the initial shock. Central banks were forced to inject liquidity into the financial system to ensure that banks were not exposed to long periods of tight liquidity. Banks reported substantial losses as they had invested directly in CDOs or mortgage-backed securities or had contracts requiring them to support SIVs. Many firms were, however, unable to rapidly assess their exposures as their assets had become illiquid (since the underlying market had imploded).

In the summer of 2008 problems worsened and the US authorities were forced to bail out Bear Stremans and nationalise the US mortgage agencies Fannie Mae and Freddy Mac – the latter two accounted for nearly half of the outstanding mortgages in the US. Subsequent problems in the US investment bank Lehman Brothers forced the authorities to persuade rival institutions to take over the troubled firm. In the absence of a buyer, the government felt that an example had to be set to combat ‘moral hazard’, and decided to allow Lehman Brothers to fail. The subsequent fears over counterparty risk turned into panic and brought the global money markets close to breakdown. Central banks had to step in and eventually became vital suppliers in the money market. However, as they can only lend for short periods and against adequate collateral, not all financing problems could be addressed.

Both in the EU and the US, authorities were eventually forced to rescue financial institutions to prevent a systemic meltdown. The world’s largest insurance company, American International Group (AIG), received an emergency loan in return for an 80 per cent public stake in the firm. The landscape of American finance was changed radically. The investment bank Merrill Lynch was bought by Bank of America. The two remaining free-standing investment banks, Goldman Sachs and Morgan Stanley, converted themselves into commercial banks. In a rescue deal backed by US authorities, Washington-Mutual and Wachovia were sold to JPMorgan Chase and Citigroup respectively. In Europe, Benelux authorities had to bail out Fortis. Eventually the Dutch activities of Fortis were nationalised by the Dutch government, while the other activities were sold to the French banking group PNB Paribas. The French, Belgian, and Luxembourg authorities also had to recapitalise the financial conglomerate Dexia. In the UK, the authorities were forced to take over the mortgages and loans of Bradford & Bingley, while its savings operations and branches were
Since financial distress can seriously harm the economy, public authorities take great interest in maintaining financial stability. But can financial stability be regarded as a public good? A *public good* has the following two characteristics:  
- the producer of the good is unable to control who benefits from consumption of the good (*non-excludability*); and  
- consumption of the good by one consumer does not affect the potential benefits available for other consumers (*non-rivalrous consumption*).

Because of the private and social costs involved, it is in the interests of everyone to maintain financial stability. Financial stability is to the benefit of all...
individuals, i.e., financial stability is non-excludable. Moreover, the benefit to one person does not prevent others from benefiting as well, i.e., financial stability is non-rivalrous. This means that financial stability can be regarded as a public good and there is a role for public authorities to safeguard financial stability.

11.2 How can financial stability be maintained?

In order to maintain financial stability, public authorities should have a structure in place enabling them to (i) identify potential vulnerabilities at an early stage, (ii) take precautionary measures, which make it less likely that costly financial disturbances occur, and (iii) undertake actions to reduce the costs of disturbances and restore financial stability after a period of distress. Figure 11.3 shows such a framework.

The public authorities need to monitor and analyse all potential sources of risks and vulnerabilities, which requires systematic monitoring of individual

![Figure 11.3](image-url)  
**Figure 11.3** Framework for maintaining financial stability

*Source: Houben et al. (2004)*
parts of the financial system (financial markets, intermediaries, and infrastructure), the interplay between these individual elements, as well as the macroeconomic conditions. To come up with a comprehensive view of the stability of the financial system, different steps have to be taken. First, the authorities assess the individual and collective robustness of the intermediaries, markets, and infrastructure that make up the financial system. For a long time, central banks had no standard framework to analyse financial stability. In an effort to improve the quality and comparability of data, the International Monetary Fund (IMF) has developed a set of Financial Soundness Indicators (FSIs) as a key tool for macro-prudential surveillance (see IMF, 2004).

The authorities need to identify the main sources of risk and vulnerability that could pose challenges for financial system stability in the future (see Table 11.3 for an overview of the potential sources of risk) and assess the ability of the financial system to cope with a crisis should these risks materialise. The overall assessment will make clear whether any (remedial) action is needed.

If the assessment does not suggest any immediate dangers, continued supervision, surveillance, and macroeconomic policies are key to preserving the stability of the financial system. In addition, communicating on these

### Table 11.3 Potential sources of risk to financial stability

<table>
<thead>
<tr>
<th>Endogenous</th>
<th>Exogenous</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Institutions-based:</strong></td>
<td><strong>Macroeconomic disturbances:</strong></td>
</tr>
<tr>
<td>Financial risks</td>
<td>Economic-environment risk</td>
</tr>
<tr>
<td>Operational risk</td>
<td>Policy imbalances</td>
</tr>
<tr>
<td>Legal/integrity risk</td>
<td>Event risk</td>
</tr>
<tr>
<td>Reputation risk</td>
<td>Natural disaster</td>
</tr>
<tr>
<td>Business strategy risk</td>
<td>Political events</td>
</tr>
</tbody>
</table>

| **Market-based:** | |
| Counterparty risk | Large business failure |
| Asset-price misalignment | |
| Run on markets | |
| Contagion | |

| **Infrastructure-based:** | |
| Clearance, payment, and settlement-system risk | |
| Infrastructure fragilities | |
| Collapse of confidence leading to runs | |
| Domino effects | |

*Source: Houben *et al.* (2004)*
issues is important. There are various ways of communicating to the public on financial stability policies. One such method is the publication of a Financial Stability Review (FSR). The purpose of publishing a FSR is to promote awareness in the financial industry and among the public of issues that are relevant for safeguarding the stability of the financial system. By providing an overview of the possible risks to and vulnerabilities of the financial system, the FSR can also play a role in preventing financial crises. In this respect, Svensson (2003, pp. 26–27) argues that publication of a FSR serves ‘to assure the general public and economic agents that everything is well in the financial sector when this is the case. They also serve as early warnings for the agents concerned and for the financial-regulation authorities when problems show up at the horizon. Early action can then prevent any financial instability to materialize, keeping the probability of future financial stability very low’. The growing interest of central banks in monitoring and analysing risks and threats to the stability of the financial system has spurred the publication of FSRs. During the last decade, the number of central banks that publish a FSR increased rapidly from 1 in 1996 to over 40 in 2005 (see Figure 11.4).

If there are any indications of possible financial distress, it is up to the competent authorities to react properly. The public authorities can take informal action through correspondence and discussion with the affected institutions(s) to solve these problems. They can also use informal pressure to influence the behaviour of financial players. Generally, the public authorities might exert moral suasion in two different situations – first, when they want to influence expectations of the general public through external statements or...
speeches, and second, when they attempt to persuade financial intermediaries
to modify their behaviour in the interest of the sound development of markets.
If moral suasion fails, other policy instruments, such as surveillance and
supervision, need to be intensified in order to correct the situation at hand.
The authorities might also strengthen the existing safety nets, in order to avert
any risks related to bank and liquidity runs.

If a financial crisis occurs, one cannot pinpoint a single set of instruments
that should be used. Generally, crises are never exactly alike and options differ
as to which particular approach is ‘best’ for resolving them. Although there is
no blueprint for crisis resolution, generally four reactive instruments can be
considered:

(i) private-sector solutions;
(ii) liquidity-support measures;
(iii) public-intervention tools; and
(iv) winding down.

Private-sector solutions
If a financial crisis occurs, authorities often try to involve the private sector as
much as possible in its resolution. Two types of private-sector solutions can be
distinguished:

- ad-hoc mechanisms, such as liquidity provision, a merger or acquisition
  (capital infusion), or other rescue operations, which may be considered in
  case of an emergency. These solutions can be promoted by the authorities
  acting as honest broker, especially given the time constraints under which
  most crises have to be solved and the potential information asymmetries
  that then exist;
- predetermined mechanisms aimed at preventing spill-over effects of
  financial crises. An example is the German Liquidity Consortium Bank
  (LIKO-bank), a semi-private institution that was founded in 1974 after the
  failure of the Herstatt Bank in order to bridge possible liquidity shortages
  of individual banks that are financially sound. However, as a ‘lender of
  penultimate resort’ the LIKO-bank may not lend to insolvent institutions.
  If a private-sector solution is not immediately at hand, the public authorities can
  bridge the gap between failure and resolution by a third party (bridge banking).

Liquidity-support measures
According to Frydl and Quintyn (2000), liquidity support from the public
authorities to troubled financial institutions starts long before the systemic
nature of a banking crisis has been recognised. When a bank, or several banks,
start experiencing substantial withdrawals from depositors and creditors, and
they cannot borrow directly (or only at high rates) in the interbank market,
the public authorities (usually the central bank) can become their Lender of
Last Resort (LoLR). In principle, central banks should support only illiquid
but still solvent banks. Yet during the early stages of an unfolding crisis, it is
very difficult to distinguish illiquidity from insolvency. It often turns out that
banks resorting to the central bank for liquidity support have been insolvent
for a while, without this being known. In a crisis situation it is hardly possible
to distinguish between illiquidity and insolvency. So, the LoLR interventions
by the public authorities mostly involve high-risk loans, which eventually may
lead to huge costs to the taxpayer. Apart from liquidity support to individual
financial institutions, liquidity support can also be given to the market as a
whole. Emergency assistance to the market is provided temporarily to relieve
market pressure following an adverse exogenous shock (for example, the 9/11
terrorist attacks and the sub-prime mortgage crisis of 2007/2008). In Europe,
this is typically a task of the ECB. But what would happen if a pan-European
banking group should suddenly experience a liquidity shock? Decisions to
provide emergency liquidity assistance are up to the national central banks
in the respective countries where banking groups are licensed and operate.
However, this national responsibility can lead to multiple co-ordination pro-
blems. Section 11.4 offers a discussion on the present ambiguity regarding the
allocation of LoLR responsibilities in the EU.

Public-intervention tools

Once the true nature of a crisis has been identified and bank insolvency has
been revealed as widespread, facilities such as deposit-insurance schemes may
act as stabilisers to the financial system. There are two rationales for deposit
insurance (MacDonald, 1996):

- consumer protection: deposit insurance protects depositors against the
  consequences of the failure of a bank. It is difficult for (potential) depositors
to assess the financial health of banks. Only a small part of the information
necessary to make an effective assessment of a bank is publicly available and
even then the general public may have difficulties in interpreting such
information;
- reducing the risk of a systemic crisis: without deposit insurance, uninformed
depositors might remove their deposits from sound banks in reaction to
problems at a single bank (bank run). In order to meet these withdrawals,
banks have to liquidate their asset portfolio at a loss, and eventually might
fail. If depositors know that their money is safe because of the insurance, they
will have no reason to withdrawing it. Deposit insurance can thus be seen as a preventative instrument as well. However, this requires a high coverage level (e.g., 100 per cent deposit guarantee) and rapid payout.

Although deposit insurance funds were originally aimed at preventing bank runs, in some countries these funds may also be used for restructuring of failing banks. It is, however, questionable whether this should be the objective of deposit insurance. Quite often countries have established limited deposit insurance funds (see Figure 11.5 for an overview of the level of coverage in the EU). For example, the EU Deposit Guarantee Directive required a minimum coverage rate of €20,000. Moreover, the home country scheme has to cover depositors of EU branches of banking groups. Experience has shown that limited deposit insurance schemes are inadequate to maintain or restore confidence during a (systemic) banking crisis. In order to prevent or stop bank runs, countries can resort to the announcement of full protection for depositors and creditors. However, such a blanket guarantee can come at great costs (as the liability is against assets of uncertain value). During the sub-prime mortgage crisis several Member States decided to provide full protection to their depositors. In order to harmonise EU practices, the European Commission subsequently tabled a proposal to revise the existing Directive, with the aim of (i) increasing the minimum coverage level first to €50,000 and within a further year to €100,000, (ii) substantially shortening the pay-out period (i.e., a maximum of three days), and (iii) abolishing co-insurance (i.e., the practice whereby the depositor bears part of the losses).

When the failure of a financial institution could create systemic problems, the government may decide to recapitalise (or even nationalise) the institution. This option is optimal if the costs of recapitalisation are lower than the social
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\caption{The level of coverage of deposit insurance in the EU (in €)}
\end{figure}
benefits of preserving financial stability. Recapitalisation may consist of a direct capital injection or the purchase of troubled assets. As the provision of solvency support puts taxpayers’ money at risk, the decision to recapitalise is normally taken by the government and not by the central bank. Initially, the fiscal costs of nationalisation will be relatively high, but the government can try to sell the nationalised institution at a later date. Often a Banking Restructuring Agency (BRA) is established to restore the health of the banking system (see Box 11.3). In order to protect the BRA from political interference, Enoch et al. (2001) argue

**Box 11.3 Resolving banking crises: experiences of the Nordic countries and Japan**

The Nordic countries and Japan experienced severe banking crises in the 1990s. While there are many comparisons that can be made between the Nordic and Japanese banking crises, the approach that was taken to resolve these crises and the actual outcomes differed considerably. While the Nordic authorities reacted promptly, the response of the Japanese authorities was slow. As a result, the Nordic banking crisis was resolved relatively quickly, while the Japanese banking crisis continued for more than a decade. While the costs of the Nordic banking crisis amounted to a fiscal cost of 8 per cent of GDP, the Japanese authorities spent more than 20 per cent of GDP on the restructuring of their banking system.

There are a number of substantial differences between the approaches pursued in the Nordic countries and those pursued in Japan. First, the Banking Restructuring Agencies formed in the Nordic countries were much more aggressive in disposing of, and restructuring, troubled loans. Klingebiel (2000) reports that the percentages of assets transferred by the asset-management companies (or bank-restructuring agency) in Finland and Sweden were 64 and 86 per cent, respectively. In each case, the initial amount of assets transferred was about 8 per cent of GDP. Both restructuring agencies accomplished their loan disposals within five years of establishment.

Second, there was a significant contrast in the willingness to shrink the banking sector. Hoshi and Kashyap (2004) show that in Finland total domestic bank assets fell by 33 per cent between 1991 and 1995, while in Sweden domestic commercial bank assets dropped 11 per cent between 1991 and 1993. In contrast, total domestic bank assets in Japan fell less than 1 per cent between 1993 and 2003.

Third, when the downsizing and loan disposal occurred in the Nordic countries, the financial institutions were decisively recapitalised and management typically was changed. Such a firm line was absent in Japan. There was little public support for banks in Japan. This restricted the ability of the Japanese Ministry of Finance to recapitalise banks (Hoshi and Kashyap, 2004).
that the BRA should be functionally independent from the government and publicly accountable.

Winding down
When systemic risks are negligible, or when the costs of intervention are higher than the potential social benefits, the authorities will opt for the winding down of the troubled institution. However, the closure of a financial institution creates potential for disruption, especially to market functioning and liquidity. Therefore, the authorities should ensure that the winding down is managed in an orderly manner. One way to contain the negative effects is by liquidity support to other intermediaries. However, ‘when financial distress has been broad-based or has involved systemically important institutions, liquidation has rarely been the preferred option’ (OECD, 2002, p. 131). The expectation that large financial institutions are ‘too big to fail’ may give rise to moral hazard, i.e., the risk that once people know there is some sort of safety net or insurance they take greater risk than they would do without this protection.

11.3 The current organisational structure
Maintaining financial stability involves a number of different public authorities that share responsibilities, i.e., the central bank, the supervisory authority, and the Ministry of Finance.

According to Healey (2001), central banks are interested in the stability and health of the financial system because of their responsibility for monetary policy making. Often, but not always, this has resulted in the central bank supervising and, if necessary, regulating the banking system. For example, supervision issues in the Netherlands can rapidly take on systemic dimensions because of the presence of a few large and complex financial intermediaries. In such a situation, there are various advantages in making the central bank responsible for both banking supervision and financial stability, such as an easier and timelier exchange of information, especially necessary in crisis situations, and a closer co-ordination of the use of monetary and prudential instruments.

In other countries, such as the UK, a noticeable change in the institutional structure of maintaining financial stability in the last decade has been the move to consolidate financial supervision in a separate agency (see Table 11.4). As a consequence, different policy makers are responsible for prudential supervision and maintaining financial stability. While the central bank in
Table 11.4 Tasks of central banks in the EU

<table>
<thead>
<tr>
<th>Country</th>
<th>Central bank responsible for financial stability?</th>
<th>Banking supervisor</th>
<th>Central banking model(^1)</th>
<th>Central bank involved in management of banking supervisor?(^2)</th>
<th>Shared staff and/or financial budget resources</th>
</tr>
</thead>
<tbody>
<tr>
<td>Austria</td>
<td>Yes</td>
<td>Financial Market Authority</td>
<td>Intermediate</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Belgium</td>
<td>Yes</td>
<td>Banking and Finance Commission</td>
<td>Narrow</td>
<td>Yes</td>
<td>Staff and budget</td>
</tr>
<tr>
<td>Bulgaria</td>
<td>Yes</td>
<td>Bulgarian Central Bank</td>
<td>Broad</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Cyprus</td>
<td>Yes</td>
<td>Central Bank of Cyprus</td>
<td>Broad</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Czech Republic</td>
<td>Yes</td>
<td>Czech National Bank</td>
<td>Broad</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Estonia</td>
<td>Yes</td>
<td>Estonian Financial Supervisory Authority</td>
<td>Narrow</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Finland</td>
<td>Yes</td>
<td>Finnish Financial Supervisory Authority</td>
<td>Narrow</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>France</td>
<td>Yes</td>
<td>Banque de France / Commission Bancaire</td>
<td>Narrow</td>
<td>Yes</td>
<td>Staff and budget</td>
</tr>
<tr>
<td>Germany</td>
<td>Yes</td>
<td>Bundesanstalt für Finanzdienstleistungsaufsicht</td>
<td>Intermediate</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Greece</td>
<td>Yes</td>
<td>Bank of Greece</td>
<td>Broad</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Hungary</td>
<td>Yes</td>
<td>Hungarian Financial Supervisory Authority</td>
<td>Intermediate</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Ireland</td>
<td>Yes</td>
<td>Central Bank of Ireland</td>
<td>Intermediate</td>
<td>No</td>
<td>Only staff</td>
</tr>
<tr>
<td>Italy</td>
<td>Yes</td>
<td>Banca d’Italia</td>
<td>Broad</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Latvia</td>
<td>Yes</td>
<td>Financial and Capital Market Commission</td>
<td>Intermediate</td>
<td>Yes</td>
<td>Staff and budget</td>
</tr>
<tr>
<td>Lithuania</td>
<td>Yes</td>
<td>Bank of Lithuania</td>
<td>Broad</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>Yes</td>
<td>Commission de Surveillance du Secteur Finance</td>
<td>Narrow</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Malta</td>
<td>Yes</td>
<td>Malta Financial Services Authority</td>
<td>Narrow</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Netherlands</td>
<td>Yes</td>
<td>De Nederlandsche Bank</td>
<td>Broad</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Poland</td>
<td>Yes</td>
<td>Commission for Banking Supervision</td>
<td>Narrow</td>
<td>Yes</td>
<td>Staff and budget</td>
</tr>
<tr>
<td>Portugal</td>
<td>Yes</td>
<td>Banco de Portugal</td>
<td>Broad</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Romania</td>
<td>Yes</td>
<td>National Bank of Romania</td>
<td>Broad</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Slovakia</td>
<td>Yes</td>
<td>Slovak National Bank</td>
<td>Broad</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Slovenia</td>
<td>Yes</td>
<td>Bank of Slovenia</td>
<td>Broad</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Spain</td>
<td>Yes</td>
<td>Banco de España</td>
<td>Broad</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Sweden</td>
<td>Yes</td>
<td>Swedish Financial Supervisory Authority</td>
<td>Narrow</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>Yes</td>
<td>UK Financial Services Authority</td>
<td>Narrow</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>

Source: Update and extension of Oosterloo and De Haan (2004) and ECB (2006b)
these countries focuses primarily on the systemic-risk aspects of the financial system, the authorities responsible for prudential supervision focus on supervising individual institutions’ risks. In crisis situations, the different authorities need to congregate and coordinate their actions.

A distinction can be made between three basic models of central banking (Healey, 2001):

- the narrow model in which the central bank focuses on the stability of the financial system, including payment system oversight, payments processing, and emergency liquidity assistance. Under this model, the remaining financial stability functions are carried out by other government or private entities;
- an intermediate model in which the central bank has the core functions plus some role in crisis resolution and supervision of individual banks;
- a broad model in which the tasks of the central bank include the core functions plus various safety-net/crisis-resolution functions as well as the sole responsibility for the supervision of banks (and in particular cases also non-bank financial institutions).

As Table 11.4 shows, all three models are present in the EU. Note that even in the narrow model there can be a close relationship between the central bank and the supervisory authority as the central bank may be involved in the management of the supervisory authority or both institutions share staff and/or budgetary resources.

In addition to the central bank and the supervisory authority, the third party involved in the process of maintaining financial stability is the government, which is in most cases represented by the Ministry of Finance. Generally, the Minister of Finance has two responsibilities. He/she is (politically) responsible for the functioning of the financial system, which comes down to the responsibility for the overall structure of supervision and regulation and the allied legislation. Furthermore, the Minister of Finance is the guardian of the public purse and he/she will therefore take decisions on the use of public money in crisis resolution (Goodhart and Schoenmaker, 1995).

The ECB also has a responsibility for maintaining financial stability. In Article 105 of the Maastricht Treaty, the European Union assigned the ECB the task of contributing ‘to the smooth conduct of policies pursued by the competent authorities relating to the prudential supervision of credit institutions and the stability of the financial system’. This task does not merely apply to the euro area but to the entire European Union, as most systemic banking groups operate on a pan-European scale. The ECB has three specific tasks in this field:
- it systematically monitors cyclical and structural developments in the EU banking sector and in other financial sectors. The purpose is to assess
possible vulnerabilities in the financial sector, and its resilience to potential shocks. A tangible outcome is the publishing of the bi-annual FSR which discusses developments in the euro-area financial system;

- it contributes its technical expertise to financial supervision; and
- it promotes co-operation between central banks and supervisors authorities in the EU.

Although the EC Treaty leaves open the possibility of granting the ECB prudential supervisory tasks (see Article 105, subsection 6), the relevant national authorities are in charge in case of any disruptions in the financial system. The operational tasks of the ECB are currently confined to the provision of liquidity support to the market as a whole, e.g., in case of problems in the euro-area interbank market.

### 11.4 Challenges for maintaining financial stability

#### Cross-border externalities

Especially in Europe, an important challenge for maintaining financial stability arises from cross-border banking. Pan-European banks may create cross-border externalities in case of (potential) failure. There are at least 46 EU banking groups with significant cross-border activities, accounting for 68 per cent of overall consolidated EU banking assets (see also Chapter 7). Until recently there were just a few regional cross-border retail banks, such as Nordea (see Table 11.5) and Fortis. Other cross-border operations focused on wholesale activities, often involving securities and derivatives operations in London.

| Table 11.5 Nordea’s market shares in the Nordic countries (%) |
|---------------------------------|-----------|--------|--------|--------|
| Mortgage lending                | 17        | 32     | 12     | 16     |
| Consumer lending                | 15        | 31     | 11     | 9      |
| Personal deposits               | 22        | 33     | 8      | 18     |
| Corporate lending               | 19        | 35     | 16     | 14     |
| Corporate deposits              | 22        | 37     | 16     | 21     |
| Investment funds                | 20        | 26     | 8      | 14     |
| Life and pension                | 15        | 28     | 7      | 3      |
| Brokerage                       | 17        | 5      | 3      | 3      |

*Source:* Vesala (2006)
However, recently some retail mergers have taken place. Striking examples include Santander–Abbey National in 2004, UniCredit–HypoVereinsbank in 2005, and the takeover of ABN Amro in 2007 by a consortium of banks consisting of Fortis, Royal Bank of Scotland, and Banco Santander. Cross-border banking occurs across the EU and is not confined to the euro area (see Box 11.4). Financial intermediaries from the UK particularly are central players. Moreover, banks from other EU countries own most banking assets in the new EU Member States (see chapter 8).

The interaction of highly penetrated banking systems with national regulations and burden allocation might be a dangerously weak institutional feature (Goodhart, 2005). The reason is that national authorities have a mandate for maintaining financial stability in their own system and they may therefore be reluctant to help solve problems in other EU Member States, thus neglecting cross-border externalities caused by financial institutions under their jurisdiction. Current national-based arrangements may therefore undervalue externalities related to the cross-border business of financial institutions. To formalise this issue, two different models of recapitalising banks are examined: a single-country and a multi-country model.

**Single-country model of bailout**

Freixas (2003) presents a model of the costs and benefits of a bailout. The model considers the ex-post decision whether to recapitalise or to liquidate a bank in financial distress. The choice to continue or to close the bank is a variable \( x \) with values in the space \( \{0, 1\} \). Moreover, \( \theta \) denotes the social benefits of a recapitalisation and \( C \) its costs. The benefits of a recapitalisation include those derived from avoiding contagion and maintaining financial stability. The direct cost of continuing the bank activity is denoted by \( C_c \) and the cost of stopping its activities by \( C_s \) and the difference is \( C = C_c - C_s \). The case \( C < 0 \) is obviously possible, but is a case where continuing the bank’s operations are cheaper than closing it, so that continuation is preferred and the recapitalisation decision is simplified. In this situation, private-sector solutions are possible and the central bank can play the role of ‘honest broker’.

The optimal decision for the authorities will be to maximise:

\[
x^* (\theta - C)
\]

so that \( x^* \)

\[
\begin{cases} 
  x^* = 1 & \text{if } \theta - C > 0 \\
  x^* = 0 & \text{if } \theta - C < 0 
\end{cases}
\]
Box 11.4 Financial stability: a euro-area or a European Union concern?

Most authors agree that financial stability should be managed at the European level, but there is no agreement on the precise scope. Some argue that financial stability is primarily a concern for the euro area (Pisani-Ferry et al., 2008), while others consider financial stability as an issue for the EU as a whole (Goodhart and Schoenmaker, 2009; Nieto and Schinasi, 2007).

There are three arguments for focusing on the euro area (Pisani-Ferry et al., 2008). First, financial integration is deeper in the euro area. Banks in the euro area are more closely linked. Second, central banks’ emergency provision of liquidity to banks affects the Eurosystem as a whole. Ring-fencing turmoil in national money markets is not possible in an integrated euro area. Third, the political support for European co-ordination of financial stability arrangements is larger in the euro-area than in the non-euro-area countries.

The choice for the EU is based on different arguments. First, it is difficult to manage financial stability in Europe without incorporating its financial centre, London (Goodhart and Schoenmaker, 2009). Large banks conduct a significant part of their business in the London wholesale market (e.g., Deutsche Bank has 30 per cent of its assets in London). Second, financial stability is a particular concern for the new Member States as a large part of their banking system is owned by banks from other EU countries (see chapter 8). Third, financial stability is related to the wider regulatory and supervisory framework of the EU Single Market, which allows banks to expand throughout the EU without additional supervision by the host countries (see chapter 10).

Reviewing the arguments, it is not clear from the data that banks are more linked in the euro area. There are a few Scandinavian banks (e.g., Nordea (see Table 11.5) and Danske Bank) that operate throughout the region, both in the ins (Finland) and in the outs (Denmark and Sweden). The merger of Banco Santander (Spain) and Abbey National (UK) and the takeover of ABN Amro (Netherlands) by a consortium of banks consisting of Fortis (Belgium), Santander (Spain), and Royal Bank of Scotland (UK) indicate that cross-border consolidation is not confined to the euro area. Finally, the financial stability function is more closely related to the regulatory and supervisory function than to the monetary function. On the supervisory side, the soundness of financial institutions is monitored by financial supervisors. The focus of financial stability is on the wider financial system, of which financial institutions, financial markets, and financial infrastructures are key components. There is thus a continuous flow of information between financial supervisors and central banks responsible for financial stability that is intensified in times of crisis. On the monetary side, it is sufficient when the ECB and the non-euro-area central banks co-operate to provide emergency liquidity assistance to the European banking system in times of crisis.
This simple model shows that a bank will be recapitalised whenever the total benefits of an intervention are larger than the net costs. In the case of a bailout, the authorities will contribute $C$.

**Multi-country model of bailout**

In the multi-country model, Freixas (2003) considers the case where the mechanism is set in such a way that the bank is recapitalised only if a sufficient contribution from the different countries can be collected. This is an interpretation of improvised co-operation: the different countries meet to find out how much they are ready to contribute to the recapitalisation, denoted by $t$.\(^3\)

If the total amount they are willing to contribute is larger than the cost, the bank is recapitalised. The decision is:

\[
\begin{aligned}
x^* &= 1 \text{ if } \sum_j (t_j - C_j) > 0 \\
x^* &= 0 \text{ if } \sum_j (t_j - C_j) < 0
\end{aligned}
\]  

(11.2)

and the j-country objective will be to maximise:

\[
x^*(\theta_j - t_j)
\]  

(11.3)

This game may have a multiplicity of equilibria and, in particular, the closure equilibrium $t_j = 0, x^* = 0$ will occur provided that for no $j$ we have:

\[
\theta_j - \sum_j C_j > 0
\]  

(11.4)

that is, no individual country is ready to finance the recapitalisation itself. Obviously, if this equilibrium is selected, the recapitalisation policy is inefficient as banks will almost never be recapitalised.

That in most cases the closure equilibrium will occur can be explained by the fact that part of the externalities fall outside the home country (although it is safe to assume that in the current setting the country with the highest social benefits of a recapitalisation is the home country). The countries are grouped as follows: the home country denoted by $H$, all other European countries denoted by $E$, and all other countries in the world denoted by $W$. The social benefits can then be decomposed into the social benefits in the home country ($h \cdot \theta = \theta_h$), the rest of Europe ($e \cdot \theta = \theta_e$), and the rest of the world ($w \cdot \theta = \theta_w$):

\[
\sum_{j=1}^{W} \theta_j = \theta_h + \sum_{j \in H} \theta_{e,j} + \sum_{j \in E}^{W} \theta_{w,j}
\]  

(11.5)
In this equation $h$, $e$, and $w$ are indexes for the social benefits (i.e., externalities caused by the possible failure of a financial institution) in the home country, the rest of Europe, and the rest of the world. The sum of $h$, $e$, and $w$ is 1. When the total social benefits are close (or equal) to the social benefits of the home country ($\theta$ is close to $\theta_h$, so $h$ is close to 1), the home country will be willing to bail out the financial institution. In all other cases ($h < 1$), the home country will deal with the social benefits only within its territory, while host countries expect the home country to pay for (a part of) the costs in the host country. Current national-based arrangements undervalue externalities related to the cross-border business of financial institutions. As a result, insufficient capital will be contributed and the financial institution will not be bailed out. This model pinpoints the public-good dimension of collective bailouts and shows why improvised co-operation will lead to an underprovision of public goods, that is, to an insufficient level of recapitalisations. Countries have an incentive to understake their share of the problem so as to incur a smaller share of the costs. This leaves the largest country, almost always the home country, with the decision whether to shoulder the costs on its own or let the bank close and possibly be liquidated. Schinasi (2007) provides another interesting model on decision-making problems related to EU financial-crisis management.

**Cross-border co-operation**

The model of Freixas (2003) shows that ex-post negotiations on burden sharing lead to an underprovision of recapitalisation, and therefore more efficient mechanisms for the management and resolution of cross-border financial crises need to be developed. This is because national authorities (central banks and Ministries of Finance) merely have a mandate for maintaining national financial stability and may therefore be reluctant to provide liquidity or solvency support to banks in other EU countries. They do not take into account cross-border externalities caused by financial institutions under their jurisdiction. Current national-based arrangements may undervalue externalities related to the cross-border business of financial institutions. Table 11.6 shows in which situations there is a potential conflict of interest and possible co-ordination problems. If the position of the financial group is significant in the host country, potential conflicts of interest and co-ordination problems can occur. In this respect, the Swedish Riksbank argues that ‘[t]o mitigate the impact of a future financial crisis it is important to maintain a good state of preparedness. Crises can arise unexpectedly
and spread rapidly to other parts of the financial system. If a crisis breaks out it is crucial to quickly establish effective communication channels and to have an explicit delineation of responsibilities between public authorities. How can these conflicts of interest and co-ordination problems be removed?

The current mechanisms for the management and resolution of financial crises in the EU are based on voluntary agreements. Such voluntary co-operation often takes the form of a Memorandum of Understanding (MoU). These MoUs, which set out procedures for cooperation and information sharing, have been adopted at the EU, regional, and national levels. According to the ECB (2007), ‘the MoUs on crisis management are a key component of the EU institutional framework for safeguarding financial stability. They are generally designed to provide basic principles and practical arrangements for cross-border co-operation between authorities in the event of disturbances with cross-border systemic implications’. At the EU level, there are at the time of writing two multilateral MoUs specifically focusing on financial-crisis management (see Box 11.5 for an overview).

Next to these pan-European MoUs, regional agreements have emerged (see Box 11.6). Both in the Nordic and the Benelux countries, the authorities have come to the conclusion that the financial systems in these respective regions have become integrated in such a way that more specific agreements are needed. As for the Nordic countries, their recent experience with systemic banking crises also played a role. According to the Riksbank (2003), ‘the experience gained from banking problems in some Nordic countries in the early 1990s clearly showed the need for central banks to act quickly in a bank crisis situation. In recent years, a number of banks have established themselves outside their countries of domicile – including several banks in the Nordic

<table>
<thead>
<tr>
<th>Systemic relevance in HOME country</th>
<th>Systemic relevance in HOST country</th>
</tr>
</thead>
<tbody>
<tr>
<td>Significant</td>
<td>Potential conflicts of interest and co-ordination problems</td>
</tr>
<tr>
<td>Non-significant</td>
<td>Potential conflicts of interest and co-ordination problems</td>
</tr>
<tr>
<td></td>
<td>Not a big problem</td>
</tr>
</tbody>
</table>

Source: Srejber (2005)
area – and this makes it necessary for central banks to undertake joint analysis, discussion and action in the event of a financial crisis.

While these MoUs address co-operation and information-sharing arrangements between supervisors, central banks, and Ministries of Finance, they are legally non-binding and do not address the present ambiguity with respect to the allocation of LoLR responsibilities between the national central banks and the ECB. Both supervisory and LoLR arrangements remain fragmented, with primary responsibilities at the national level. It is, however, questionable

Box 11.5 Multilateral Memoranda of Understanding at the EU level

The first EU-wide MoU on cooperation in crisis-management situations was adopted in March 2003 under the auspices of the ESCB’s Banking Supervision Committee (BSC). This MoU was designed to contribute to effective crisis management by ensuring a smooth interaction between the authorities concerned, thus facilitating an early assessment of the systemic scope of a crisis at both the national and EU levels. It sets out specific principles and procedures for the identification of the authorities responsible for the management of a crisis in the EU. It also indicates the required flows of information between banking supervisors and central banks, and the practical arrangements for sharing information across borders. It establishes a framework for cross-border communication between banking supervisors and central banks, including a list of emergency contacts.

The second MoU was adopted by the EU banking supervisors, central banks, and Ministries of Finance in May 2005. This MoU provides a set of principles and procedures for sharing information, views, and assessments in order to assist the signatory authorities in pursuing their respective policy functions and to preserve the overall stability of the financial systems of individual Member States and of the EU as a whole. In particular, the authorities concerned should be in a position, if need be, to engage in informed discussions among themselves at the cross-border level through existing networks and committees. To further support cooperation between authorities, the 2005 MoU includes arrangements for the development of contingency plans for the management of crisis situations, along with stress-testing and simulation exercises. Finally, the MoU includes an explicit statement that it should not be construed as representing an exception to (i) the principle of the firm’s owners’/shareholders’ primary financial responsibility, (ii) the need for creditor vigilance, and (iii) the primacy of market-led solutions when it comes to solving crisis situations in individual institutions. In view of the challenges posed by the EU integration process as well as the globalisation of financial markets, the latter MoU was revised in June 2008.

Source: European Central Bank (2007)
whether national central banks are able to take into account the pan-European systemic problems that may arise in a crisis situation. Boot (2006) argues that this national authority diffuses the command structure, while the LoLR should be at the heart of crisis management.

When discussing the regulatory response to the 2007/2008 financial crisis, Goodhart (2008) argues that financial regulators and supervisors have been fortunate that there has been no failure thus far of a bank, or other financial institution, involving significant cross-border consequences. Northern Rock, IKB, and SachsenLB were all primarily domestic. He stresses that ‘war games’ (i.e., crisis-management exercises) have led us to believe that the exercise could be difficult, messy, and protracted, while in a crisis speed is usually essential.

Considering the pan-European nature of systemic concerns, the ECB has already started a European-wide financial stability assessment and as of 2004 it started to publish the outcome of this assessment in its FSR. Next to this European-wide structure for monitoring systemic risk, there could also be a need for a more centralised approach to LoLR activities. With respect to

**Box 11.6 Regional Memoranda of Understanding**

The Nordic MoU – which was signed in 2003 by the governors of the central banks of Denmark, Finland, Iceland, Norway, and Sweden – is applicable to financial crises in Nordic banking groups with cross-border establishments in other Nordic countries. The focus of the Nordic MoU is on practical arrangements. It states that any central bank may call for a meeting of a ‘crisis-management group’ comprising high-level central bank officials. Furthermore, it indicates which central bank should take the leading role and outlines the contacts that need to be made with bank supervisors, Ministries of Finance, bank managers, and other parties. The MoU also specifies which information should be obtained and analysed from the bank concerned. Finally, the MoU calls for co-ordination of the information that the central banks provide to outside parties.

In a similar vein, the National Bank of Belgium, the Belgian Banking, Finance and Insurance Commission, and De Nederlandsche Bank signed an MoU in 2006, reinforcing their cooperation in the area of supervision. To that end, the MoU stipulates that a crisis-management committee consisting of the three authorities will be convened if an emergency situation arises. This committee deals with the consultation and co-ordination between the authorities, collects information, prepares decisions, and maintains contacts with the institution and market participants.

*Source: European Central Bank (2007).*
the latter, it seems natural to grant the ECB explicit responsibility over the LoLR function.

**Burden sharing**

Some authors also argue in favour of explicit burden-sharing arrangements to cover potential losses in those operations. Goodhart and Schoenmaker (2009) argue that MoUs will not be sufficient to solve potential conflicts of interest and co-ordination problems, as MoUs are not enforceable. Moreover, these MoUs do not solve the issue of negotiations on burden sharing.

As the funding for recapitalisation is exclusively available at the domestic level, no one knows how the loss burden arising from the failure of a cross-border financial group might be handled. Countries have an incentive to understate their share of the problem so as to incur a smaller share in the costs. This leaves the largest country, generally the home country, with the decision whether to bear the burden or to let the bank close and possibly be liquidated.

To counter moral hazard, crisis-management arrangements for LoLR and solvency support could not be specified in advance. Constructive ambiguity regarding the decision whether or not to recapitalise can be useful to contain moral hazard. However, it is clear that ambiguity over burden sharing will lead to fewer recapitalisations than is socially optimal. It is therefore desirable to attain the same clarity at the European level as currently exists at the national level where the financial risk of support operations is carried by the Ministry of Finance and the central bank. Clarity at the European level about how to share the costs among treasuries (and central banks) does not increase moral hazard.

In designing ex-ante mechanisms for burden sharing, the following issues arise. First, should all countries join in the burden sharing (in a banking crisis, every country pays relative to its size) or only the countries involved (countries pay relative to the national presence of the problem bank)? Second, should the burden be shared according to a fixed or a flexible key (accommodating the specific circumstances)?

The general-fund mechanism is an example of generic burden sharing by countries. Under this mechanism, the costs of recapitalisation are distributed among the participating countries, irrespective of the location of the failing bank. However, there are two substantial problems with such a mechanism. First, this construction will lead to international transfers between countries (a country may have to contribute its share to the recapitalisation of a problem
bank that does not operate in its jurisdiction). Second, general burden sharing generates adverse selection and moral-hazard problems. Countries with weak banking systems will profit from such a scheme and countries with strong banks are therefore less inclined to sign up (adverse selection). As the link between payment for a recapitalisation and responsibility for supervision is weakened, supervisory authorities may have fewer incentives to provide an adequate level of supervisory effort (moral hazard).

Alternatively, the burden may be shared only by countries in which a failing bank is present. Each country involved pays part of the burden that reflects the relative presence of the bank in the country concerned. An important advantage of specific sharing arrangements is that there are almost no international transfers. The specific sharing scheme is also incentive compatible: the fiscal authorities (the principal) will require from the supervisor (the agent) adequate supervision.

Finally, there are some concerns surrounding both burden-sharing mechanisms. First, burden-sharing arrangements face a free-rider problem. Countries that do not sign up to burden sharing still benefit from it, as the stability of the European financial system is a public good. Second, there is a concern with foreign banks in small countries. If such a bank is systemic in the host country but not in the home country, the bank might not be rescued. This could be a problem for the new EU Member States in particular. Third, it could be difficult to organise burden sharing for truly international banks, which have a large part of their business outside Europe. Moreover, such mechanisms fail to address crisis problems caused by the failures of banks headquartered outside Europe. Fourth, a common agreement on burden sharing will need political commitment. The appetite of European politicians for adopting explicit burden-sharing arrangements is currently, however, limited (Pauly, 2008).

### 11.5 Conclusions

Financial stability refers to a situation in which the financial system is capable of successfully performing its key functions and is robust to financial and real economic disturbances. A fundamental underlying concept for the study of financial (in)stability is the concept of ‘systemic risk’. Although virtually any systemic event can be labelled as an episode of financial instability, the converse will not necessarily hold. A financial shock, no matter how large, without measurable effects on the real economy is not a systemic event.
Since financial distress can seriously harm the economy, it is natural that public authorities take great interest in maintaining financial stability. Despite substantial differences across the EU Member States in terms of the supervision of financial intermediaries, in all countries the central bank considers maintaining financial stability as an important task. In addition, the ECB has to contribute to the smooth conduct of policies relating to the prudential supervision of credit institutions and the stability of the financial system.

In order to maintain financial stability, public authorities should (i) identify potential vulnerabilities at an early stage, (ii) take precautionary measures, which make it less likely that costly financial disturbances occur, and (iii) undertake actions to reduce the costs of disturbances and restore financial stability after a period of distress. With respect to the latter, four important reactive instruments can be distinguished: private-sector solutions, liquidity-support measures, public-intervention tools, and winding down of a financial institution.

The potential for a pan-European crisis raises the thorny issue of dividing the fiscal costs of possible bailouts between the Member States involved. As countries have an incentive to understate their share of the problem in order to have a smaller share in the costs, negotiations on burden sharing will likely lead to an underprovision of recapitalisations. This leaves the largest country, generally the home country, with the decision whether to bear the costs on its own or to let the bank close. An alternative to negotiations after a crisis has occurred is to agree ex ante on some burden-sharing mechanisms, be it generic or specific burden sharing.

Current arrangements (such as Memoranda of Understanding) address co-operation and information-sharing arrangements between supervisors, central banks, and Finance Ministries, but do not address the present ambiguity with respect to the allocation of LoLR responsibilities between the national central banks and the ECB. Many authors therefore argue in favour of a more prominent role for the ECB in LoLR operations and crisis management.

NOTES

1. In Austria, the central bank carries out on-site inspections when commissioned to do so by the FMA. In Germany, the Bundesbank and the BaFin are entrusted by law to co-operate closely in the area of banking supervision, while in Ireland, Latvia, and Hungary the central bank has the power to carry out on-site inspections and/or review the capital and risk management systems of supervised entities.
2. The central bank proposes the appointment of some of the members of the banking supervisor’s management board in Belgium, Finland, and Latvia. The central bank is involved ex officio in the management of the banking supervisor in Belgium, Estonia, France, Poland, Sweden, and the UK.

3. The term ‘improvised co-operation’ has been coined to convey the view of an efficient although adaptive exchange of information and decision taking. It relies on the idea that maintaining financial stability is a goal that every individual country is interested in achieving, so there are good grounds for co-operation (Freixas, 2003). It can be argued that improvised co-operation corresponds to the current situation in the EU.

4. We assume that the country with the highest social benefits of a bailout is the home country. This assumption is consistent with the post-BCCI Directive that stipulates that banks have to be headquartered in the country where most of their business is conducted.

5. Quote obtained from the website of the Swedish Riksbank (www.riksbank.se).
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This chapter provides a concise overview of European competition policy, with a focus on financial services. The chapter first defines competition and describes the objectives of EU competition policy, i.e., the maintenance of competitive markets in the EU, as well as the single-market objective. The ultimate goal of competition is to offer consumers greater choice of products and services at lower prices (i.e., to enhance consumer welfare).

The second part of the chapter analyses the economic rationale for competition policy by examining the difference between a perfectly competitive market and a monopoly. In a competitive market, prices are ‘competed’ down and goods or services are produced in the least costly way. Firms are price takers. In a monopoly, there is a single seller in the market who can exert undue market power. The monopolist thus has significant power over the price and is a price setter.

The third part of the chapter elaborates on the four tools of EU competition policy, i.e., the elimination of agreements that restrict competition and abuse of a dominant position, the control of mergers and acquisitions, the liberalisation of monopolistic sectors, and monitoring of state aid. The relevance of these tools is illustrated by a number of practical cases in financial services related to the alleged dominance of MasterCard and the illegal state aid to German, Austrian, and French public banks.

The fourth part of the chapter discusses a framework for investigating abuse of dominance. One of the elements of this framework is the so-called ‘small, but significant non-transitory increase in prices’ (SSNIP) methodology, which is used to define the smallest market in which a hypothetical monopolist would be able to impose a small but significant non-transitory price increase (the relevant market). The relevant market for various financial services is discussed.

The final part of the chapter provides a brief description of the dual legislative and enforcement system for competition policy in the EU.
12.1 What is competition policy?

*Competition* can be defined as a market situation in which firms or sellers independently strive for the patronage of buyers in order to achieve a particular business objective, e.g., profits, sales, and/or market share (OECD, 1993). Competition forces firms:

- to become (more) efficient;
- to offer greater choice of products and services; and
- to offer these products and services at lower prices.

Ultimately, competition gives rise to increased consumer welfare and allocative efficiency (the latter will be discussed in more detail in section 12.3). Moreover, the level of competition is an important aspect of financial-sector development and, in turn, economic growth (Claessens and Laeven, 2005).

Generally, *competition policy* aims to ensure that competition in the marketplace is not restricted in a way that is detrimental to society (Motta, 2004). In practice, authorities establish a set of rules and policies aimed at safeguarding competition, as a means of enhancing economic welfare and ensuring efficient allocation of resources. However, the aim of competition policy should not be to eliminate market power, as the prospect of enjoying market power is an important driver for innovation and efficiency. Still, as will be discussed in section 12.4, firms are prohibited from abusing market power.

Competition policy is one of the pillars of the EU’s internal market policy. By combating distortions of competition between firms, competition policy creates the preconditions for the proper market functioning with the aim to enhance overall consumer welfare. Moreover, safeguarding competition in the EU is an important instrument to promote further market integration, e.g., by
taking away barriers for entry or exit, and the application of non-discrimination principles for new entrants. The objective of EU competition policy is therefore twofold (European Commission, 2000): ‘The first objective of competition policy is the maintenance of competitive markets. Competition policy serves as an instrument to encourage industrial efficiency, the optimal allocation of resources, technical progress and the flexibility to adjust to a changing environment. In order for the Community to be competitive on worldwide markets, it needs a competitive home market. Thus, the Community’s competition policy has always taken a very strong line against price-fixing, market-sharing cartels, abuses of dominant positions, and anti-competitive mergers. It has also prohibited unjustified State-granted monopoly rights and State aid measures which do not ensure the long-term viability of firms but distort competition by keeping them artificially in business. The second is the single market objective. An internal market is an essential condition for the development of an efficient and competitive industry . . . The Commission has used its competition policy as an active tool to prevent this (i.e., the erection of barriers to trade), prohibiting, and fining heavily the parties to two main types of agreement: distribution and licensing agreements that prevent parallel trade between Member States, and agreements between competitors to keep out of one another’s “territories”.’ The provisions of the Maastricht Treaty specifically require EU policy makers to ‘act in accordance with the principle of an open market economy with free competition, favouring an efficient allocation of resources’. Roeller and Stehmann (2006) argue that with the progress made towards realisation of the internal market, the relative importance of the market integration goal has declined. As a result, policy statements increasingly focus on efficiency, consumer welfare, and competitiveness. Nevertheless, competition policy may be an effective instrument to strengthen integration in certain segments of the financial market.

At the EU level, competition law is enforced by the European Commission (more specifically, the Directorate General for Competition), while at the national level the National Competition Authorities are responsible. Section 12.5 will discuss the organisation of EU competition policy in more detail.

### 12.2 The economic rationale for competition policy

According to Motta (2004), the basis of competition policy is the idea that monopolies are ‘bad’. Although this might sound somewhat simplistic, examining the difference between perfect competition and a monopoly (i.e., the two
extremes in a market place) is useful to explain the economic rationale for competition policy.

A monopoly can be defined as a situation where (i) there is a single seller in the market, (ii) there are no (close) substitute products or services, and (iii) there are barriers to entry for potential sellers. As a result of these characteristics, a monopolist has significant power over the price, i.e., he is a price setter rather than a price taker. The ability of a monopolist to raise and maintain a price above the level that would prevail under (perfect) competition is referred to as market or monopoly power. Generally, the exercise of market power leads to reduced output and loss of economic welfare. However, monopolies do not necessarily have to be a bad thing. A good example is a natural monopoly where a single firm can produce at lower costs than a situation in which there are two or more firms. According to the OECD (1993), natural monopolies are characterised by steeply declining long-run average and marginal-cost curves such that there is room for only one firm to fully exploit available economies of scale and supply the market.

Figure 12.1 shows the welfare effects of market power, by comparing the total surplus at the monopoly price with that at the perfect competitive (marginal-cost) price. Under perfect competition, the price of the goods or services produced equals marginal cost ($P_c = MC$) and the goods or services will be

---

**Figure 12.1** Welfare loss from monopoly

*Source: Tirole (1988)*
produced in the least costly way. At the opposite, the monopolist sets output at the level where marginal cost equals marginal revenue (MC = MR) in order to maximise its profits. Tirole (1988) shows that the total surplus is equal to the sum of the consumer surplus and the producer surplus (or profit), or to the difference between total consumer utility and production costs. In Figure 12.1 this surplus is represented by the area DGAD under marginal-cost pricing and by the area DEFAD under monopoly pricing. The difference between the total surplus under monopoly and the surplus under marginal-cost pricing is the welfare or deadweight loss (given by triangle EFG in Figure 12.1). This welfare loss represents the overall opportunity costs to society arising from monopoly pricing. In addition, part of the consumer surplus under perfect competition, BCEH, is transferred to the monopolist in the form of excess profits.

So what does this entail in practice for competition policy? Figure 12.1 shows that having one firm (or very few firms) serving the market generally leads to a welfare loss for society. Competition policy should, however, not try to maximise the number of firms that operate in a market, because firms will then not be able to optimise the scale or magnitude of their output, which results in an average cost per unit of output that is higher than would be the case in a more concentrated market. Motta (2004) stresses that:

(i) competition policy is not concerned with maximising the number of firms; and

(ii) competition policy is concerned with defending market competition in order to increase welfare, not defending competitors.

Should competition authorities then strive for perfect competition? Since the notion of perfect competition can in practice be highly restrictive in terms of policy making (OECD, 1993), the goal of competition policy should be a more realistic target such as workable competition, i.e., trying to create the preconditions for the proper operation of markets and ensure that firms do not abuse a dominant position. Although there is no generally accepted definition of workable competition, all authorities involved in competition policy seem to make use of some version of this concept. According to the OECD (1993), workable competition is a notion which arises from the observation that since perfect competition does not exist, theories based on it do not provide reliable guides for competition policy. Criteria for judging whether competition was workable are wide ranging, e.g., the number of firms should be at least as large as economies of scale permit, promotional expenses should not be excessive, and advertising should be informative.

For competition authorities it is important to have insight into the market power of firms and the level of competition in a specific market. There are
various ways to quantify the level of market power. A well-known indicator is the *Lerner Index* (LI), which measures the degree to which a firm is able to price its products above marginal costs. The Lerner Index is a more accurate measure of market power than concentration measures (such as the Herfindahl Index and the CR5 ratio). Nevertheless, it poses some challenges. For instance, if the LI is relatively high it may still be hard to judge whether this indicates market power or superior efficiency. Moreover, in practice the LI is hard to calculate as information on marginal costs is often not readily available. The LI is given by the following formula:

$$ LI = \frac{(Price - Marginal\ Cost)}{Price} = 1/\varepsilon $$  \hspace{1cm} (12.1)

where $\varepsilon$ is the price elasticity of demand [$\varepsilon = - (\Delta Q/\Delta P)(P/Q)$]. The key determinant of market power is the elasticity of demand. The greater is $\varepsilon$, the greater will be the reduction in quantity demanded when the price rises. This entails that the higher the elasticity of demand, the lower the market power of the respective firm. In the case of perfect competition, $P = MC$ and the LI equals zero. The higher the value of LI, the greater is the firm’s market power.

De Guevara and Maudos (2004) estimate the LI for the European banking system and argue that, in spite of the process of deregulation, market power increased during the 1990s in ten of the EU-15 countries (see Table 12.1). The authors estimate the associated welfare loss at close to 2.5 per cent of EU GDP.

A method to assess competition in a market is the H-statistic of Panzar and Rosse (1987). This test statistic examines the relationship between a change in a firm’s input prices and the revenue earned. The basic idea behind this indicator is that firms employ different pricing strategies in response to changes in input costs depending on the market structure in which they operate. Table 7.3 provides an overview of the level of competition in the EU banking sector in the period 1990–2005. (See Bikker and Bos (2008) for a further discussion on competition and concentration in the banking sector.)

Even in the absence of a monopoly, dominant positions might arise (Motta, 2004). The latter can, for example, be due to *sunk costs*, i.e., costs which, once incurred, cannot be (easily) recovered. Sunk costs lead to barriers to entry as well as to exit, as the existence of these costs increases an incumbent’s commitment to the market and may signal a willingness to respond aggressively to entry (OECD, 1993). In this respect, offering financial services via the Internet or via intermediaries has the potential to improve contestability of markets by lowering sunk costs and barriers. Dermine (2005) discusses the online activities of ING Direct, offering a standard package of a savings account, a mortgage, and a selection of mutual funds to customers in
Europe, Australia, and North America. Dermine argues that the online banking operations of this Dutch banking group stand as a prime example of how a newcomer competing against a host of well-established banks can gain the upper hand through creative application of a relatively new technology (i.e., Internet services), and a basic but widely appealing package of services. Moreover, ING’s market strategy aims at worldwide name recognition to support its online operations. The ING brand is ranked 43 in the global Top 100 Brand Ranking 2008 (Millward Brown, 2008).

In other cases a dominant position may arise as a result of lock-in effects or switching costs. These are costs that customers face when changing from one supplier to the other. The higher these costs, the more difficult it becomes to switch. The existence of switching costs can give substantial market power to existing suppliers. For example, the absence of account number portability increases switching cost of customers who would like to change banks. Finally, dominant positions can be a result of network effects. As shown in chapter 5, the addition of a new participant to a network increases its value for all participants. This means that the value of the services and products offered to the participants depends on the number of other participants purchasing the same services and products. The existence of network externalities can lead to lock-in effects and make it hard for potential competitors to successfully enter the market.

### Table 12.1 Lerner Index for banks in the EU-15, 1993–2000

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Belgium</td>
<td>4.32</td>
<td>4.73</td>
<td>5.57</td>
<td>6.25</td>
<td>7.44</td>
<td>9.97</td>
<td>9.61</td>
<td>8.25</td>
</tr>
<tr>
<td>Germany</td>
<td>11.32</td>
<td>13.33</td>
<td>12.79</td>
<td>12.67</td>
<td>11.08</td>
<td>10.63</td>
<td>8.97</td>
<td>9.19</td>
</tr>
<tr>
<td>Greece</td>
<td>2.48</td>
<td>4.29</td>
<td>4.73</td>
<td>5.59</td>
<td>9.72</td>
<td>9.50</td>
<td>17.10</td>
<td>15.60</td>
</tr>
<tr>
<td>Spain</td>
<td>12.24</td>
<td>10.15</td>
<td>10.14</td>
<td>9.64</td>
<td>12.50</td>
<td>14.66</td>
<td>16.20</td>
<td>15.74</td>
</tr>
<tr>
<td>France</td>
<td>7.70</td>
<td>5.52</td>
<td>4.68</td>
<td>5.34</td>
<td>6.08</td>
<td>5.91</td>
<td>8.53</td>
<td>7.87</td>
</tr>
<tr>
<td>Italy</td>
<td>10.83</td>
<td>3.02</td>
<td>7.45</td>
<td>7.13</td>
<td>9.11</td>
<td>16.00</td>
<td>15.13</td>
<td>18.42</td>
</tr>
<tr>
<td>Luxembourg</td>
<td>8.72</td>
<td>7.13</td>
<td>6.95</td>
<td>8.34</td>
<td>8.09</td>
<td>9.12</td>
<td>7.48</td>
<td>6.46</td>
</tr>
<tr>
<td>Austria</td>
<td>7.81</td>
<td>8.23</td>
<td>9.10</td>
<td>10.48</td>
<td>11.24</td>
<td>12.09</td>
<td>8.24</td>
<td>11.02</td>
</tr>
<tr>
<td>Portugal</td>
<td>12.34</td>
<td>8.08</td>
<td>8.52</td>
<td>9.83</td>
<td>12.36</td>
<td>15.97</td>
<td>17.16</td>
<td>14.66</td>
</tr>
<tr>
<td>Finland</td>
<td>9.81</td>
<td>7.85</td>
<td>5.84</td>
<td>14.23</td>
<td>19.37</td>
<td>20.85</td>
<td>20.47</td>
<td>25.39</td>
</tr>
<tr>
<td>Sweden</td>
<td>14.62</td>
<td>12.74</td>
<td>15.60</td>
<td>16.84</td>
<td>13.71</td>
<td>12.82</td>
<td>5.54</td>
<td>8.18</td>
</tr>
</tbody>
</table>

*Source: De Guevara and Maudos (2004)*
According to Motta (2004), competition policy is also needed because firms may resort to actions that increase their profits but harm society. One example of such behaviour is collusion, which refers to any formal or informal agreements to raise or fix prices or to reduce output in order to increase profits. When explicitly formalised, these agreements are referred to as cartels. Firms may also display predatory behaviour, which refers to the situation in which one firm drives out its competitors by setting very low prices (sometimes even below costs). As soon as the predatory firm has driven out its competitors and has discouraged new entry into the market, it can raise prices and earn higher profits. Other types of exclusionary behaviour include investing in extra capacity, foreclosing access of rivals to crucial inputs, tying and bundling, and price discrimination. Tying refers to the practice of making the purchase of product A conditional on the purchase of product B. Bundling refers to the practice of selling two or more products or services in a package. Price discrimination occurs when customers in different segments are charged different prices for the same good or service, for reasons unrelated to costs (OECD, 1993). However, this type of exclusionary behaviour is effective only if customers cannot profitably re-sell the goods or services to other customers. Finally, as will be discussed in the next section, mergers and acquisitions may also reduce competition.

12.3 Pillars of EU competition policy

The objective of EU competition policy was first set out in the Treaty of Rome (1957), where it was indicated that one of the activities of the Community includes establishing ‘a system ensuring that competition in the internal market is not distorted’. In general, EU competition policy has the following objectives:

- the elimination of agreements which restrict competition and of abuses of a dominant position (antitrust);
- the control of mergers and acquisitions between firms;
- the liberalisation of monopolistic economic sectors; and
- the monitoring of state aid.

Antitrust

The two main pillars of EU competition law are Articles 81 and 82 of the EC Treaty. Article 81 prohibits agreements and concerted practices with an anti-competitive object or effect on the market, while Article 82 prohibits abuse of a dominant position.
The EC Treaty prohibits ‘all agreements between undertakings, decisions by associations of undertakings and concerted practices which may affect trade between Member States and which have as their object or effect the prevention, restriction or distortion of competition within the common market’. Actions prohibited under article 81 can take the form of:

- direct or indirect fixing of purchase or selling prices or any other trading conditions;
- limiting or controlling production, markets, technical development, or investment;
- sharing markets or sources of supply;
- applying dissimilar conditions to equivalent transactions with other trading parties, thereby placing them at a competitive disadvantage; or
- making the conclusion of contracts subject to acceptance by the other parties of supplementary obligations which, by their nature or according to commercial usage, have no connection with the subject of such contracts.

Box 12.1 provides two recent decisions in the domain of Article 81. The first example is the decision of the European Commission to prohibit MasterCard’s multilateral interchange fees (see chapter 5 for a discussion on interchange fees). The second example is related to the price measures by the Groupement des Cartes Bancaires in France that– according to the Commission – hindered the issuing of cards at competitive rates. It should, however, be stressed that some of these decisions are still subject to judicial review at the time of writing.

Article 81 applies to horizontal as well as vertical agreements. **Horizontal agreements** are made between competitors in the same product market, while **vertical agreements** are made between firms operating at different stages of a certain production or distribution chain. However, exceptions can be made for those agreements that improve the production or distribution of goods or that promote technical or economic progress. Moreover, such agreements should benefit consumers and should not unnecessarily eliminate competition.

Article 82 prohibits abuse of a dominant position. This article states that ‘[A]ny abuse by one or more undertakings of a dominant position within the common market or in a substantial part of it shall be prohibited as incompatible with the common market in so far as it may affect trade between Member States’. A firm is in a dominant position if it has the ability to (European Communities, 2003):

- set prices above the competitive level;
- sell products of an inferior quality; or
- reduce its rate of innovation below the level that would exist in a competitive market.
However, it is not illegal under EU competition law to hold a dominant position, since this can be obtained by legitimate means of competition. Still, competition rules forbid companies to abuse their dominant position. The next section will discuss a framework for investigating abuse of dominance. A well-known example of an article 82 case was the decision of the European Commission that Microsoft had abused its dominant market position by leveraging its near monopoly in the market for PC operating systems onto the markets for work-group-server operating systems and for media players (European Commission, 2007c). Microsoft was fined €497 million for infringing the EC Treaty rules on abuse of a dominant market position. Because of non-compliance with certain requirements set out by the European Commission, the fine was subsequently raised to €899 million in 2008.

Box 12.1 Article 81 cases: MasterCard and Groupement des Cartes Bancaires

MasterCard’s intra-EEA Multilateral Interchange Fees

Chapter 5 indicates that the use of interchange fees is the subject of several regulatory and antitrust investigations. In December 2007, the European Commission published its findings on the multilateral interchange fees (MIF) for cross-border payment card transactions with MasterCard and Maestro branded debit and consumer credit cards in the European Economic Area. The Commission concluded that MasterCard violated EC Treaty rules on restrictive business practices, as its MIF inflated the cost of card acceptance by retailers without leading to proven efficiencies. It was, however, stressed that MIFs are not illegal as such. According to the Commission, a MIF in an open-payment card scheme such as MasterCard’s is compatible with EU competition rules only if it contributes to technical and economic progress and benefits consumers. In 2008 the European Commission also opened formal antitrust proceedings against Visa in order to establish whether its MIF constituted infringements of Article 81.

Price measures by Groupement des Cartes Bancaires

In 2007 the Commission decided that the Groupement des Cartes Bancaires (France) had infringed the EC Treaty rules prohibiting practices which restrict competition. The Groupement had adopted price measures that hinder the issuing of cards in France at competitive rates by certain member banks, thereby keeping the price of payment cards artificially high to the benefit of the major French banks. According to the Commission, consumers were the victims of this illegal practice, depriving them of cheaper cards and a more diversified product offering. The decision ordered the Groupement to annul the measures concerned with immediate effect and to avoid taking any measures with a similar purpose or effect in the future.

Source: European Commission (2007a, b)
Examining mergers

The second element of the EU’s competition policy is the examination of mergers, in order to assess whether they may lead to less competition. Merger control regulation has existed since 1989. The EC Merger Regulation adopted in 2004 sets out rules for mergers and acquisitions of companies, which could have the possibility to restrict competition. In this respect, article 2(3) of the Regulation states that: ‘[A] concentration which would significantly impede effective competition, in the common market or in a substantial part of it, in particular as a result of the creation or strengthening of a dominant position, shall be declared incompatible with the common market.’ Dominance has been defined by the European Court of Justice (ECJ) as ‘a position of economic strength enjoyed by an undertaking which enables it to prevent effective competition being maintained on the relevant market by affording it the power to behave to an appreciable extent independently of its competitors, customers and ultimately of its customers.’ However, the new EC Merger Regulation prohibits every merger which significantly impedes effective competition, i.e., the ban is not confined to ‘dominant firms’. It therefore takes account of the argument that even in the absence of a dominant position a merger may also have serious anti-competitive effects.

As for the enforcement of merger rules, general principles have been established to ensure an efficient division of work. Mergers with a Community dimension are investigated by the European Commission. The main requirement for a merger having a Community dimension is that the combined aggregate worldwide turnover of the merging companies is over €5 billion and that the aggregate Community-wide turnover of each of at least two of the undertakings concerned is more than €250 million.

A merger may also have a Community dimension if the following turnover criteria are met: the combined aggregate worldwide turnover of all undertakings is more than €2.5 billion, and the aggregate Community-wide turnover of each of at least two of the undertakings concerned is more than €100 million, and in each of at least three Member States the combined aggregate turnover of all the undertakings concerned is more than €100 million, and in each of at least three of these Member States the aggregate turnover of each of at least two of the undertakings concerned is more than €25 million. A merger of such a dimension can subsequently be assessed in a single procedure by the European Commission (one-stop-shop principle), instead of different assessments by the Member States involved.

But if each of the undertakings involved achieves more than two-thirds of its Community-wide turnover within one and the same Member State, the
merger is in principle examined by the competition authority of that country (as it is supposed to be better placed to examine the potential effects). Both merger-regulation thresholds are summarised in Tables 12.2 and 12.3. Below these thresholds, the national competition authorities in the EU Member States may review the merger. However, the European Commission can also examine mergers, which are referred to it by the national competition authorities or the undertakings involved. In the latter case, agreement of all relevant national competition authorities is needed.

Apart from competitive reasons, potential mergers and acquisitions between financial institutions may also be blocked for prudential reasons. The ‘prudential carve-out’ allows supervisory authorities to block proposed mergers and acquisitions if the ‘sound and prudent management’ of the targeted firm(s) could be put at risk. Initially, the margins of this requirement were defined rather broadly and on several occasions the carve-out was used in a protectionist manner. After the takeover battle for the Italian bank Antonveneta in 2005, in which then-governor of the Italian Central Bank Antonio Fazio tried to block the purchase of
Antonveneta by ABN Amro, the Council and the European Parliament endorsed a proposal in 2007 to tighten the procedures that supervisory authorities have to follow when assessing proposed mergers and acquisitions. The new directive (2007/44/EC) foresees a list of criteria on the basis of which prudential supervisory authorities should assess the acquiring company, e.g., reputation of the proposed acquirer, reputation and experience of the management, financial soundness, compliance with EU Directives, and risks related to money laundering and terrorism financing. Moreover, the assessment period is reduced from three months to 30 days.

**Liberalisation of monopolistic economic sectors and state aid**

Governments can also introduce restrictions on competition by granting national businesses exclusive rights to provide certain goods or services, or by providing public aid to businesses.

Based on article 86 of the EC Treaty, the European Commission is responsible for monitoring public undertakings and undertakings to which Member States grant special or exclusive rights (thereby establishing monopolistic sectors). The European Commission also has the power to address government actions which may distort competition in the internal market. Under this heading, the European Commission plays a pivotal role in opening up markets such as transport, energy, postal services, and telecommunications to competition.

Firms receiving support from their government are likely to obtain an unfair advantage over their competitors. State aid is therefore forbidden, unless it is justified by reasons of general economic development. The rules concerning state aid have been laid down in Articles 87, 88, and 89 of the EC Treaty. In order to ensure that these rules are respected and exemptions are applied equally across the EU, the European Commission is in charge of monitoring state aid. Box 12.2 presents two different cases in which the Commission had to examine whether or not government support to banks was in line with the EC Treaty.

**12.4 Assessment of dominant positions**

Under article 82 and the EC Merger Regulation, competition authorities need to examine abuse of dominance. This section discusses how competition authorities may examine (potential) abuse of dominant positions, using a
Box 12.2 State aid to banks

State aid to German, Austrian, and French public banks

The German and Austrian Landesbanken obtained guarantees from their governments protecting them from bankruptcy. These guarantees allowed the public banks to grant loans on more favourable conditions than their commercial competitors, i.e., provide cheaper funding. After an investigation, the European Commission concluded that the guarantees constituted illegal state aid and negotiated their phasing out with the German and Austrian governments. A similar decision was taken with regard to a guarantee by the French government to the public financial institution Caisse des Depots et Consignations (CDC) to support its commercial banking activities. The Commission also demanded the phasing out of the guarantee, thereby forcing CDC to operate under the same conditions as its competitors.

UK rescue-aid package for Northern Rock

In 2007 Northern Rock was the UK’s fifth largest UK mortgage bank with a balance-sheet total of €150 billion (as of 31 December 2006). Its core activity was residential mortgage lending, which represented more than 90 per cent of all outstanding loans made by the bank. As a consequence of the ongoing turbulence in the world’s financial markets in 2007 (see Box 11.2 for further details), a significant rationing of funds in the sterling money markets occurred in August and September 2007 and the mortgage-securitisation market virtually closed. This created severe liquidity difficulties for Northern Rock whose business model was particularly reliant on raising finance in these markets.

When Northern Rock was unable to meet its funding needs it requested the support of the Bank of England for emergency liquidity assistance pending a longer-term solution for its difficulties. On 14 September, the Bank of England granted emergency liquidity assistance to Northern Rock against sufficient collateral and a penal interest rate. The difficulties of Northern Rock were aggravated by a bank run, which started after the news of the Bank of England granting support to Northern Rock was made public. In order to stop the bank run and to avoid contagious effects leading to a wider banking crisis, the UK Treasury announced guarantee arrangements for all existing accounts in Northern Rock on 17 September 2007. Further, the UK Treasury clarified the assumed liability guarantee backed by state resources via a publication on its website on 20 September 2007.

On 9 October 2007 the Treasury extended the guarantee to new retail deposits and, together with the Bank of England, modified the terms and conditions of the emergency liquidity assistance, losses from which were from that date also covered by a Treasury indemnity. The European Commission authorised the UK authorities’ package of measures to support Northern Rock under strict conditions and concluded that the measures complied with EU rules on aid for rescuing and restructuring firms in difficulty. Under these rules, rescue aid must be given in the form of loans or guarantees lasting no more than six months, although there are certain exceptions to these rules related to prudential requirements. However, in February 2008 the UK authorities announced the nationalisation of Northern Rock, as this was seen as the best way to protect the £55 billion of taxpayers’ money provided in loans and guarantees. Shortly thereafter (in April 2008) the European Commission opened a formal investigation into the support provided by the UK authorities. Similar investigations were launched into the bail-out of two German banks (IKB and SachsenLB).

Source: European Commission (2004a, 2007d)
framework suggested by the UK Office of Fair Trading (OFT, 2001). This approach consists of three steps (see Figure 12.2):

1. Assess whether there is a plausible market definition under which the firm under investigation has a high market share.
2. If there is a plausible market in which the firm might be dominant, conduct a full analysis of the economic effects of the practice under investigation.
3. If competition is likely to have been significantly damaged or if there is a prospect of such damage, issue a decision that describes and demonstrates the adverse economic effects of the business practice. Alternatively, if the conduct is not harmful, issue a decision giving the reasons why the business practice under investigation does not constitute an abuse of a dominant position.

The three steps will be discussed in more detail. Although Figure 12.2 depicts an ex-post investigation of possible abuse of dominance, similar investigations can be done ex ante in case of a proposed merger or acquisition.
Step 1: Identify the relevant market

The main purpose of market definition is to identify in a systematic way the competitive constraints that the firms involved face. A market is defined in both its product and geographical dimension (European Commission, 1997). The relevant product market is said to ‘comprise all those products and/or services which are regarded as interchangeable or substitutable by the consumer, by reason of the products’ characteristics, their prices and their intended use’. Moreover, the relevant geographical market ‘comprises the area in which the undertakings concerned are involved in the supply and demand of products or services, in which the conditions of competition are sufficiently homogeneous and which can be distinguished from neighbouring areas because the conditions of competition are appreciably different in those areas’.

A very common methodology to define the relevant geographical market is the Small, but Significant Non-transitory Increase in Prices methodology (European Commission, 2004b). The SSNIP methodology is used to examine whether some goods produced within a specific area constitute their own relevant geographical market. The first step is to assume that the respective goods or services are produced by a hypothetical monopolist. Subsequently, the question is asked whether it is likely that this monopolist can earn a profit by increasing prices by 5–10 per cent (i.e., small but significant) for a period of not less than 12 months (i.e., non-transitory).

If the answer is yes, then the candidate goods form their own relevant geographic market. If on the other hand the answer is no, because consumers substitute away from the candidate markets as they are able to purchase the same good in neighbouring regions or because producers from other regions enter the market, then the relevant geographical market is larger than the goods for the candidate market. The thought experiment is subsequently repeated with a larger geographical area and continued until the answer to the question posed is affirmative. At that stage, the relevant geographical market is composed of all areas included in the last experiment. When it is difficult to assess whether goods which meet the same needs of the consumer belong to the same market or not, price tests (looking at price co-movements) can be used to evaluate the extent of the relevant candidate market.

Whether or not a price increase is profitable depends on the sales volume that is lost following the price increase, i.e., the extent to which a consumer can substitute away from the candidate market (see Box 12.3 which explains the algebra of the SSNIP methodology). The quantity of lost sales depends on the following two aspects:
Box 12.3 Algebra of the SSNIP methodology*

Profits ($\pi$) beforehand (denoted with subscript 0) are equal to revenue (price ($P$) times quantity ($Q$)) minus total costs (average costs ($C$) times $Q$):

$$\pi_0 = (P_0 - C_0)Q_0$$ (12.2)

A change in the price ($\Delta P = P_1 - P_0$) leads to a change in quantity demanded ($\Delta Q = Q_1 - Q_0$) and may also lead to a change in the average costs of production ($\Delta C = C_1 - C_0$). This gives a new level of profits:

$$\pi_1 = (P_1 - C_1)Q_1$$ (12.3)

The change in profit is given by:

$$\Delta \pi = \pi_1 - \pi_0 = (P_1 - C_1)Q_1 - (P_0 - C_0)Q_0$$

$$= \Delta P Q_1 + (P_0 - C_0)\Delta Q - Q_1 \Delta C$$ (12.4)

Note that when $\Delta P > 0$, it is expected that $\Delta Q < 0$. The issue is when $\Delta \pi$ will be less than zero. It is convenient to rewrite (12.4) by dividing through $P_0$ (note that this does not matter as $\Delta \pi < 0$ if $\Delta \pi / P_0 < 0$), yielding

$$\frac{\Delta \pi}{P_0} = \frac{\Delta P}{P_0} Q_1 + \frac{P_0 - C_0}{P_0} \Delta Q - \frac{Q_1}{P_0} \Delta C.$$ (12.5)

Suppose average costs is constant (i.e., it does not depend on the amount produced) so that $\Delta C = 0$. Then,

$$\frac{\Delta \pi}{P_0} = \frac{\Delta P}{P_0} Q_1 + \frac{P_0 - C_0}{P_0} \Delta Q$$ (12.6)

Thus, a price rise will be profitable if:

$$\frac{\Delta P}{P_0} Q_1 > \frac{P_0 - C_0}{P_0} - \Delta Q$$ (12.7)

that is, if the increased price charged on the new (lower) quantity is greater than the lost margin on the decrease in quantity. If there are economies of scale, it is also necessary to work out:

$$\frac{Q_1}{P_0} \Delta C.$$ (12.8)

if for example, $\Delta C > 0$ when $\Delta Q < 0$, the increase in price on the new quantity needs to be greater than the lost margin on the decreased quantity plus the higher costs of the new quantity.

*Source: Geroski and Griffith (2004)
the availability of substitute products (i.e., demand-side substitutes); and
- the ability of other firms to supply these products (i.e., supply-side substitutes).

Once the relevant market has been defined, market shares and concentration indices have to be calculated. There are no thresholds for defining dominance set by law, but the European Court of Justice has argued that dominance can be presumed in the absence of evidence to the contrary if a firm has a market share persistently above 50 per cent. However, a firm with lower market shares may also be dominant, particularly if it faces competitors that are much smaller. The OFT (2001) stresses that despite having a high market share, a firm may not be dominant if one or more of the following conditions hold:
  - there are very low barriers to entry into the relevant market and the threat of potential entry is sufficient to discipline firms with high market shares;
  - the nature of competition within the market is such that very intense competition exists even where there are very few players; and
  - the nature of the buyers in a market and the volumes that they purchase are such that they can exert significant countervailing power against a firm with a high market share.

Also, a high concentration ratio does not necessarily point towards a lack of competition. Claessens and Laeven (2004) estimate competitiveness indicators for banks in a large cross-section of countries and find no evidence that banking-system concentration is negatively associated with competitiveness. In fact, they find some evidence that more concentrated banking systems are more competitive. The latter may be the result of fierce competition in the preceding period, as a result of which the overall banking system has become relatively efficient. Claessens and Laeven (2004) conclude that a contestable system may be more important to assure competitiveness than a system with low concentration (see chapter 7).

**Step 2: Abuse of dominance?**

Once it is clear that a market can be defined in which the respective firm has a dominant position, the economic effects of (possible) abuse should be examined. Abusive conduct generally falls into one of the following categories (OFT, 2004):
  - conduct which exploits customers or suppliers (for example, through excessively high prices); or
  - conduct which amounts to exclusionary behaviour, because it removes or weakens competition from existing competitors, or establishes or strengthens entry barriers, thereby removing or weakening potential competition.
In the first case, it may be possible to identify abuse by analysing the profitability of the respective firm. However, profitability figures may be hard to interpret (OFT, 2003). For example, when are profits too high or too low, and what is the relevant time period to consider? And if high profits are found, are they due to market power or to superior efficiency? Profitability figures should therefore be cautiously interpreted and other economic indicators – such as productivity, the advertise-to-sale ratio, prices, and the level of innovation – should also be analysed.

The economic impact of exclusionary behaviour on the market requires a detailed analysis of, among other things, barriers to entry and switching costs. The challenge is to make a distinction between what can be seen as behaviour under normal competition and what can be labelled as abusive practices. In this respect, the OFT (2001) distinguished between conduct that inflicts harm to competition and that which inflicts harm to competitors. Demonstrating harm to competitors is important only when it leads to adverse impacts on consumers. Harm to competitors does not necessarily have an adverse impact on competition. It must therefore be determined whether the conduct represents normal business practice (i.e., lawful competitive behaviour) or abusive behaviour.

Step 3: Issue decision

If no harm to competition can be demonstrated, competition authorities refrain from any intervention. However, if (possible) harm to competition can be proven, competition authorities may impose administrative sanctions, like imposing a fine, prohibiting a proposed merger or acquisition, or requiring additional concessions for the proposed merger or acquisition.

An interesting example of the latter is the proposed merger between the two Swedish banking groups Förenings Sparbanken and SEB in February 2001. The merger of these two banking groups would have created Sweden’s leading financial group with market shares in a number of markets in the range of 40–60 per cent. According to the European Commission (2001), the merged entity’s large customer base and extensive branch network would have placed it well ahead of its closest competitors in Sweden. In reaction to the preliminary views of the European Commission set out in its Statement of Objections, Förenings Sparbanken and SEB announced in September 2001 that they would withdraw their merger application, claiming that the concessions (e.g., forcing the banks to significantly reduce their market shares) would jeopardise the value of the proposed merger. The European Commission (2001) argued that it should not have been a surprise that it had considered the market as national.
To define the market for banking services to households and SMEs as national is standard practice for antitrust regulators worldwide. In previous cases involving banking mergers the Commission has raised concerns where market shares were considerably lower (30–35 per cent). Moreover, in 2001 the UK authorities blocked a merger between Lloyds and Abbey National which presented significantly lower combined market shares (27 per cent for household accounts). The subsequent takeover of Abbey National by the Spanish banking group Banco Santander in 2004 did not raise any competition concerns as these banks were (mostly) active in different countries.

Table 12.4 provides some indications on the relevant geographical market for various financial services. The relevant market for retail banking and insurance is national. Retail banking consists of banking services for consumers (e.g., payment services, consumer credit, and mortgages) and SMEs (e.g., payment services and loans). Retail insurance for consumers and SMEs is also very much a local business with significant differences between countries. The relevant rules for retail insurance products, such as the fiscal treatment, the social security framework, and the liability legislation, are national. The relevant market for motor and health insurance is thus clearly national. Markets for wholesale banking and insurance for large firms are European or even global. Corporate customers are looking for tailor-made solutions for their business and are approached by banks and insurers across Europe. There is a shift to global solutions for more specialised services for large firms. Re-insurance, for example, is a global business. A small group of large re-insurance companies from Europe (in particular Germany and Switzerland) and the United States dominate the global market. Investment banking is also a global business. Leading investment banks – located primarily in New York and London – offer underwriting services and advice for mergers and acquisitions. Finally, the relevant geographic market for stock exchanges is shifting. Not too long ago each country had its own stock exchange where nearly all domestic companies were listed. The market is consolidating.
at the European (Euronext, OMX) as well as the global level (for instance, the merger between the NYSE and Euronext).

The borderline between geographical markets may in practice be less distinct than is suggested by Table 12.4. An example is the 2007 acquisition of (a part of) ABN Amro by Fortis. In this specific case, the European Commission was concerned that as a result of the transaction corporate customers with a turnover of €2.5 million to €250 million (i.e., SMEs as well as larger corporate customers) would face less competition between banks. As a result, Fortis was forced to sell a part of ABN Amro’s commercial banking business in the Netherlands. This example illustrates that the relevant geographical market for large firms can also be defined at the national rather than at the European level.

12.5 Institutional structure

The enforcement of EU competition policy remained largely unchanged from 1962, when a highly centralised authorisation system for all restrictive agreements was established (Monti, 2003a). However, since May 2004 the enforcement system has become more decentralised as the national competition authorities and national courts have become (increasingly) involved in the enforcement of Community competition law. Figure 12.3 gives an overview of the dual legislative and enforcement system in the EU.

Before the introduction of the Community competition law in 1958, most Member States did not have a competition policy regime in place. Competition policy has been established at the Community level, and many Member States created their own legislation and enforcement agencies, while gradually obtaining more enforcement powers originating from EU legislation. This centralised approach in competition policy differs from the enforcement of financial supervision, where supervision has traditionally been organised at the national level. Box 12.4 discusses the issue of decentralisation vs. centralisation in more detail.

Within the current EU competition policy system, the Community institutions (still) occupy a central position. The European Commission enjoys the right of initiative in the legislative process, which confers agenda-setting power to it (Schmidt, 2000). Moreover, as shown in section 12.4, the Commission has specific powers in enforcing Community competition law. The application of EU competition law is supervised by the European Court of First Instance (ECFI) and the European Court of Justice (ECJ). The ECFI is an independent court attached to the ECJ which rules on competition cases in the first instance. Decisions of the ECFI can be appealed to the ECJ.
Effective enforcement of EU antitrust rules requires close co-operation between the Community and national institutions. According to Smits (2005), they have to co-operate in finding evidence for infringements and inform each other about investigations so as to ensure both an efficient division of work and an effective and consistent application of EC competition rules. For this reason, the European Competition Network (ECN) was established in 2004. Within this network, EU competition authorities work together, exchange information, and allocate cases. Monti (2004) argues that the ECN reflects that in an integrated economy collaborative competition enforcement is more effective than isolated efforts. Given the dual structure of EU enforcement, general principles have been established to ensure an efficient division of work (Monti, 2003b):

- as a rule, competition authorities of the Member States will be well placed to deal with cases that have a major effect on the territory of their Member State;
- where a suspected infringement has its main effects in the territory of two or three Member States, these authorities should consider working together on a case;
- where a suspected infringement has larger geographical scope, the Commission is likely to be best placed to deal with a case.
Box 12.4 Which level of (de)centralisation?

The appropriate level of centralisation is an important issue for policy making. National policies offer the flexibility to adapt policies to local circumstances. In addition, policy competition between countries can be beneficial. But when there are externalities (i.e., spill-over effects from one country to another country of national policy) it may be useful to centralise policy making. Another reason for centralisation can be economies of scale. It is, for example, more efficient to examine a merger between two EU-wide operating companies at the central level than to have up to 27 separate examinations by national authorities.

The principle of subsidiarity states that matters ought to be handled by the smallest (or the lowest-level) competent authority. Subsidiarity means that a central authority should perform only those tasks which cannot be performed effectively at a more local level. The principle of subsidiarity is enshrined in the Treaty of Amsterdam (Gelauff, et al., 2008).

Figure 12.4 illustrates the degree of centralisation for the three main policy areas in financial services. As discussed in chapter 10, the competent authorities for financial supervision are national. There is some co-ordination within the level 3 supervisory committees, but the national supervisors are still operating on the basis of a national mandate. Large European banks often complain about duplications in the supervision of their European activities. There are discussions to strengthen the legal base of the level 3 committees and to adopt a European mandate forcing national supervisors to co-operate with other EU supervisors and to promote convergence within the EU.

Chapter 11 indicates that national central banks are primarily in charge of financial stability. The lender-of-last-resort function for individual banks is the responsibility of the NCBs. Financial stability is typically an area where externalities are important. The central authority, the ECB, is allowed to contribute to the policies of the NCBs only to promote financial stability. The ECB is slowly expanding its role by maintaining the liquidity of the overall financial system in times of crisis (but not of individual banks) and publishing a Financial Stability Review.

This chapter illustrates that competition policy is highly centralised: the European Commission (DG Competition) is in charge. In 2004, the European Competition Network, consisting of the European Commission and national competition authorities, was created to co-operate and to delegate activities to national authorities where possible.
As for the sanctioning regime, Smits (2005) argues that the absence of a clear regime to impose sanctions for infringements with out-of-state effects is an omission which requires close collaboration among national competition authorities (NCAs). Another element which needs to be remedied according to Smits (2005) is the absence of a common leniency platform, as currently individual applicants need to approach as many authorities as the number of markets that may be affected. However, in 2006 the ECN Model Leniency Programme was introduced. Although it does not provide for a one-stop shop, it diminishes discrepancies and allows for summary applications in case of applications in multiple jurisdictions, notably with the European Commission.

The EU’s competition policy is different from that in other countries. Box 12.5 illustrates this by comparing competition policies in the US and the EU.

**Box 12.5 Antitrust policy in the EU and the US**

Ginsburg (2005) argues that Sections 1 and 2 of the US Sherman Act cover largely the same ground as Articles 81 and 82 of the Treaty of Rome. Moreover, the US Clayton Act is roughly comparable to the EC Merger Regulation. In practice EU and US competition policy are exhibiting more and more similarities. In this respect, Martin (2005) poses that the EU is moving along the same path trod by US antitrust a quarter century ago: from a reliance on maintaining the ability of equally efficient competitors to compete as a way of getting good market performance towards an explicit, case-by-case assessment of the impact of a business practice on market performance, or of a proposed merger/structural change on expected market performance.

Still, there are important differences between antitrust policies in the US and the EU. According to Rosch (2007), one of the main explanations for these differences is that the policies are based on different schools of thought. While US antitrust policies are based on ‘Chicago School economics’, those of the EU policies are built on ‘post-Chicago School economics’. The basic assumption of the first is that markets are by their nature efficient and that a monopolist will never be able to keep out competitors. Chicago School scholars therefore argue that (i) firms alleged to be engaged in predatory pricing are more likely to be engaged in profit-maximising conduct that is efficiency-enhancing instead of efficiency-impairing, and (ii) even if a firm is trying to engage in predatory conduct, the market is likely to adjust. However, according to post-Chicago School scholars, firms do engage in strategic behaviour to undermine (potential) rivals and active antitrust policies are therefore needed. In addition, Rosch (2007) argues that where the Chicago School tends to advocate a hands-off approach, post-Chicago scholars favour a ‘light-touch’ regulatory approach. In practice, this entails that EU enforcement agencies challenge certain actions of monopolists, while US agencies and courts rarely (successfully) challenge certain exclusionary practices, such as vertical restraints and predatory pricing.

As for the sanctioning regime, Smits (2005) argues that the absence of a clear regime to impose sanctions for infringements with out-of-state effects is an omission which requires close collaboration among national competition authorities (NCAs). Another element which needs to be remedied according to Smits (2005) is the absence of a common leniency platform, as currently individual applicants need to approach as many authorities as the number of markets that may be affected. However, in 2006 the ECN Model Leniency Programme was introduced. Although it does not provide for a one-stop shop, it diminishes discrepancies and allows for summary applications in case of applications in multiple jurisdictions, notably with the European Commission.

The EU’s competition policy is different from that in other countries. Box 12.5 illustrates this by comparing competition policies in the US and the EU.
12.6 Conclusions

Competition policy is one of the pillars of the EU’s internal market policy. By combating distortions of competition between firms, competition policy aims to create the preconditions for the proper functioning of markets. Moreover, safeguarding competition is an important instrument to promote further market integration, also within the financial system.

Competition forces firms to become (more) efficient, offer greater choice of products and services, and offer these products and services at lower prices. Ultimately, this gives rise to increased consumer welfare and allocative efficiency. The level of competition is also an important aspect of financial-sector development and, in turn, economic growth. However, firms can benefit from anti-competitive behaviour and may try to scale down competition. The European Commission and the National Competition Authorities therefore aim to:

- eliminate agreements which restrict competition;
- prevent abuse of a dominant position;
- make sure that mergers and acquisitions do not harm competition;
- liberalise monopolistic economic sectors; and
- prevent illegitimate state aid.

As for the prevention of abuse of a dominant position, this chapter discusses a framework for abuse of dominance investigations. One of the elements of this framework is the ‘Small, but Significant Non-transitory Increase in Prices’ (SSNIP) methodology, which is used to define the smallest market in which a hypothetical monopolist would be able to impose a small but significant non-transitory price increase (the so-called relevant market). Finally, the institutional structure of EU competition policy is explained. It is shown that enforcement of EU competition policy has become more decentralised and the dual enforcement system requires close co-operation between the European Commission and the National Competition Authorities.

NOTES

1. The OECD (1993) defines perfect competition using four conditions: (i) there is such a large number of sellers and buyers that none can individually affect the market price, (ii) there are no barriers to entry and exit, (iii) buyers and sellers are perfectly informed about production and consumption decisions, and (iv) products are homogenous.
2. Under the Lisbon Treaty, which was scheduled to enter into force on 1 January 2009 (see chapter 2), Articles 81 and 82 will be renumbered as Articles 101 and 102.

3. The multilateral interchange fee is a fall-back option, which can be used when the issuing and acquiring banks are not able to bilaterally agree on an interchange fee.
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